[l

TR-181
Device Data Model for TR-069

Issue: 2 Amendment 5
Issue Date: May 2012

© The Broadband Forund\ll rights reserved.



Device Data Model for TR69 TR-1811ssue2 Amendment 5

Notice

The Broadband Forum &nonprofit corporation organized to create guidelines for broadband
network system development and deployment. This Broadband Forum Technical Report has
been approved by members of the Forum. This Broadband Forum Technical Report is not
binding on the Bvadband Forum, any of its members, or any developer or service provider. This
Broadband Forum Technical Report is subject to change, but only with approval of members of
the Forum. This Technical Report is copyrighted by the Broadband Forum, and albmnght
reserved. Portions of this Technical Report may be copyrighted by Broadband Forum members.

This Broadband Forum Technical Report is provided AS IS, WITH ALL FAULATSY
PERSON HOLDING A COFRIGHT IN THIS BROADBAND FORUM TECHNICAL
REPORT, OR ANY PORION THEREOF, DISCLAMS TO THE FULLEST XTENT
PERMITTED BY LAW ANY REPRESENTATION OR WRRANTY, EXPRESS OR
IMPLIED, INCLUDING, BUT NOT LIMITED TO, ANY WARRANTY:

(A) OF ACCURACY, COMPLEENESS, MERCHANTABILITY, FITNESS FOR A
PARTICULAR PURPOSENON-INFRINGEMENT, OR TITLE;

(B) THAT THE CONTENTS OFTHIS BROADBAND FORUMTECHNICAL REPORT
ARE SUITABLE FOR ANYPURPOSE, EVEN IF THA PURPOSE IS KNOWN D
THE COPYRIGHT HOLDER

(C) THAT THE IMPLEMENTATION OF THE CONTENTSOF THE TECHNICAL
REPORT WILL NOT INFRNGE ANY THIRD PARTY PATENTS, COPYRIGHTS,
TRADEMARKS OR OTHERRIGHTS.

By using this Broadband Forum Technical Report, users acknowledge that implementation may
require licenses to patents. The Broadband Forum encourages but does not require its members
to identify such patent$-or a list of declarations made by Broadband Forum member

companies, please sktp://www.broadbandorum.org No assurance is given that licenses to
patents necessary to implement this Technical Repbiftevavailable for license at all or on
reasonable and nediscriminatory terms.

ANY PERSON HOLDING ACOPYRIGHT IN THIS BROADBAND FORUM TECHNICAL
REPORT, OR ANY PORTON THEREOF, DISCLAIMS TO THE FULLEST EXENT
PERMITTED BY LAW (A) ANY LIABILITY (INCLU DING DIRECT, INDIRECT,SPECIAL,
OR CONSEQUENTIAL DAMAGES UNDER ANY LEGALTHEORY) ARISING FROMOR
RELATED TO THE USE & OR RELIANCE UPON HIS TECHNICAL REPORTAND (B)
ANY OBLIGATION TO UPDATE OR CORRECT THISECHNICAL REPORT.

Broadband Forum Technical Refomay be copied, downloaded, stored on a server or
otherwise redistributed in their entirety only, and may not be modified without the advance
written permission of the Broadband Forum.

The text of this notice must be included in all copies of this @vaad Forum Technical Report.

May 2012 © The Broadband Forurll rights reserved 2 0f 96


http://www.broadband-forum.org/

Device Data Model for TR69

Issue History

TR-1811ssue2 Amendment 5

IssueNumber

IssueDate

IssueEditor

Changes

Issue 2

May 2010

Paul Sigurdson, Broadband Foru
William Lupton, 2Wire

Original. Defines version D
of the TR0O69 Device data
model (Device: ).

Issue 2
Amendment 1

November
2010

Paul Sigurdson, Broadband Foru
William Lupton, 2Wire

Added support fo6oftware
Module Management in the
data mode(no change to this
document) Defines version
2.1 of the TRO69 Device data
model (Device:2.1).

Issue 2
Amendment 2

February 2011

Paul Sigurdson, Broadband Foru
William Lupton, Pace

Added support for IPvand
Firewall in the data model
(added IPv6 and Firewall
Appendices to this document|
Defines version 2.2 of the FR
069 Device data model
(Device:2.2).

Issue 2
Amendment 3

September
2011

This update to TR181 did

not update this document;
only the XML data model wa;
updated.

Added support for proxy
managenent and aliabased
addressing

Issue 2
Amendment 4

November
2011

William Lupton, Pace

This update to TRL81 dd

not update this document;
only the XML data model wa;
updated.

Added support fof5.hn and
Optical interfacedn the data
model, and additional WiFi
parametergupdated interface
stack figures). Defines
version 2.4 of the TR69
Device data model
(Device:2.4).

Issue 2
Amendment 5

May 2012

William Lupton, Pace

Added support for IPseand
bulk data collectiorn the data
model (added Tunneling
Annex and IPsec Appendix tq
this document). Defines
version 2.5 of the TR69
Device data model
(Device:2.5).

May 2012

© The Broadband Forund\ll rights reserved

30f 96



Device Data Model for TR69 TR-1811ssue2 Amendment 5

Comments or questions about this Broadband Fdreomnical Reporshould be directed to
info @broadbandorum.org

Editor William Lupton Pace
BroadbandHo nm Greg Bathrick PMC-Sierra

Working Group Chairs Jason Walls QA Café

Chief Editor Michael Hanrahan Huawei Technologies

May 2012 © The Broadband Forurll rights reserved 4 of 96


mailto:info@broadband-forum.org

Device Data Model for TR69 TR-1811ssue2 Amendment 5

Table of Contents

EXECUTIVE SUMMARY Lottt ettt et s e e e e e e eae e e e e e aaaannaeeeeeesnnnes 10
1  PURPOSE AND SCOPKE.......uiiiiiiiiiiis ettt e e a e e e st e e e e e eest e e eeeennne 11
D o U = 1] P 11
s 10 | 11

2 REFERENCES AND TERMINOLOGY ...cciiiiiiiiiecceeitie e e e e e e aeeennes 16
2.1 CONVENTIONS. .. ttuetteet et et et e e e e et e et e et e e an e e e e e e e e s e e aa e eaeen e eenaaanaeaneesnaannnaennaes 16
A =1 = = =] N L] = 16
FZC T I | = 1N 1T ] N 19
2.4 ABBREVIATIONS ... i ittt ettt e et et et eee e e et e e e e e e e et e e e e e e eea e en e anaeanaeaneeaneesannnnaes 20

3  TECHNICAL REPORT IMP ACT ..ottt e e e e aaees 21
3.1 ENERGYEFFICIENCY ..euiiiiiiiii et e et e e e e e e e e e e e e e e e e e ea e en e an e anas 21
I 1 =V PSPPSR 21
TG S {01 U i SRR 21
D o 2117 PSP 21

4 ARCHITECTURE ..ottt e e e e e et e e e e e e et e e e e aeeeeannn 22
4.1  INTERFACELAYERS. ...ttt ettt ettt et e et et e e et e e e e e enaeens 22
4.2 INTERFACE OBJIECTS . tuuuuitttetttinaeeetetttiuaaaeeaeesataaaeeeeettan s aasaeasaessta e eeeeessnnnsaeaees 23
4.2.1 [0 T oY £ T PSPPSR, 25
4.2.2  Administrative and Operational Status.............cceuiiiiiiieer e, 26
4.2.3  Stacking and Operational StatlsS...........c..oeveriiiiiireiiiii e 27
4.2.4  Vendorspecific Interface ODJECES........c..uvviieiiiiieieicieee e 27

4.3 INTERFACESTACK TABLE ... citititiiiieeeieiti e e e e e ee ettt e e et e e et e e ae st e e e e e eanaa s 28

5 PARAMETER DEFINITION S...oiiiiiiiiiiiiiii ettt 32
ANNEX A:  BRIDGING AND QUEUING ....ccoiiiiiiiiiiiiiiiiiis et e e e 33
Al QUEUING AND BRIDGING IMODEL......uuuiiitiiiiiiiaeeeeeeieaatii e e e eeesiiiseeeeeessinaneeeseenes 33
A. 1.1 Packet ClassifiCation..........ccceuuuiieiiiiie e e e e e e 33
A.1.1.1 ClasSification OFUEL.........uiiiiiiii et e e e e e e e e eaaaas 34
A.1.1.2 Dynamic Application Specific Classificatian.................cccceeveveeiiiiieeiiineens 35
A.1.1.3 Classification OUICOME..........coeuuieiiii e e e e e e e e 36

N I o 1 od [T PP 36
A.1.3  Queuing and SCheduling..........ccuuiieiiiie e e 36
N S = 1 o o[V PP 37

N I 11 (= o PP 38

N I 11 (= G (o = P 38

A.2  DEFAULT LAYER 2/3QOSMAPPING......cctteuutuiaeeieiiiiniaaaeeeeeentnnneeeeeeensnnnaaaaaeeeennns 39
A.3  URNDEFINITIONS FORAPP ANDFLOW TABLES .....ccttittuiieeeeeiiiinseeeaeeeeeiiinnneeeeeennnd 40
A.3.1  App Protocolldentifier.........ccovuiiiiii e 40
N A 0LV Y o 1= P 40
A.3.3  FIoW TYpeParameterS..........oiiuuiiiii e e 41
ANNEX B:  TUNNELING ..ottt ettt e e e e e e e s 42

May 2012 © The Broadband Forurll rights reserved 5 0of 96



Device Data Model for TR69 TR-1811ssue2 Amendment 5

APPENDIX I: EXAMPLE RG QUEUING A RCHITECTURE (FROM TR -059).......45

APPENDIX II: USE OF BRIDGING OBJECTS FOR VLAN TAGGING ................... a7
1.1 TAGGEDLAN TO TAGGED WAN TRAFFIC (VLAN BRIDGING) ....ccvvvuiieeeiiiiiineeeeeeenes 48
1.2  TAGGEDLAN TO TAGGED WAN TRAFFIC (SPECIAL CASE WITHVLAN ID
TRANSLATION) ...ttt ettt e et ettt e e e e e e ettt bk e e e e et e e tb e e e e e ee et e e tb e e e e e e ee bt e e e e aaneeesbnaeeeeeennes 49
1.3 UNTAGGED LAN TO TAGGEDWAN TRAFFIC. .. ceiiiii et en 52
1.4 INTERNALLY GENERATED TOTAGGED WAN TRAFFIC.....cuiitiiiiiiiiiieeeeeee e 53
ST O 1 1 = = 1] U] =5 54
11.5.1 MORE THAN ONEDOWNSTREAMINTERFACE IN ABRIDGE.....c.ccoiviiiiiiiieeeeeeeen, 55
[1.5.2  802.1D(RE)-MARKING ....cteeuuuuaeeeeetninaeasaaeeeettiaaeeeeeessia e e e eeeaesssan e eeeennnnnnns 56
11.5.3 MORE THAN ONEVLAN ID TAG ADMITTED ON THE SAME DOWNSTREAMINTERFACE

57

APPENDIX IIl:  WI-FI THEORY OF OPERATI ON ..ouiiii e a0
1.1 MULTI-RADIO AND MULTI-BAND WI-FI RADIO DEVICES ..ot 60
T2 B T = = 1N o N 60
1.3 NUMBER OFINSTANCES ORWIFI.RADIO OBJIECT ... .ttt 60
1.4  SUPPORTEOFREQUENCYBANDS AND OPERATINGFREQUENCYBAND .......ccvvvvinennnnee. 61
1.5 BEHAVIOR OF DUAL-BAND RADIOS WHEN OPERATINGFREQUENCYBAND CHANGED.....61
1.6 SUPPORTELSTANDARDS AND OPERATINGSTANDARDS . ...ucvtieieitieetieeesineenseneaneneenssd 61

APPENDIX IV: USE CASES ... e ans 63
IV.1 CREATE AWAN CONNECTION. . tuttttititietetieteetttentessenesteesiensenssrenesirnseseenssaeneens 63
IV.2  MODIFY AWAN CONNECTION .. tuititnitietetieteetteeneseenetreesesseetrenesrensenrenesieneenenns 63
IV.3 DELETE AWAN CONNECTION. . tuttitititiietiiteettrenteseenesteesienseassrenesirnessienesneneens 64
IV.4 DISCOVER WHETHER THEDEVICE IS AGATEWAY ..uiviitiiiitiiieiiiieiieeeieeesneneenenaeneanens 64
IV.5 PRrROVIDE EXTENDED HOME NETWORKING TOPOLOGYVIEW ....cuiviiiiiiiiiieceeeiceeenen, 65
IV.6 DETERMINE CURRENTINTERFACESCONFIGURATION. . .uittititiitieitieneriineenrenesieneenanss 65
IV.7 CREATE AWLAN CONNECTION ...tuttititienitiitetiteenerareetsenesienseesrenesiensensenssieneenesd 65
IV.8 DELETE AWLAN CONNECTION. .. tuttitittititiitettteetetareeseenesttstenssreesieneensessieneenens 66
IV.9 CONFIGURE ADHCPCLIENT AND SERVER. ... cuituitiiitiitiiiitieieiesessenesiessienesneseenes 66
IV.9.1 DHCPCLENT CONFIGURATION (ACME DEVICES) ..uuvvvvieeiiiiieeeeineeeeennneeeannns) 66
IV.9.2 DHCP SERVER CONFIGURATION (GATEWAY) .vvuueiiiieeeeiieeeeiiieeeseninaessnnneeeennns 66
V.10 RECONFIGURE ANEXISTING INTERFACE. ... cuitiitiiiitieitiititieeetiissenesieesienesnasienes 67

APPENDIX V: IPV6 DATA MODELING T HEORY OF OPERATION ........cceevvveneen. 69
V.1 TPV OVERVIEW ittt ittt et st e st et e e et et e b e e e e et e e et e e a s e et e e et e ea s ranens 69
V.2  DATA MODELOVERVIEW ..ttiuitiiitiittiietteetitees st e aaes st e s ssesnsnsasneensteenesees 0
V.3 ENABLING IPVB. ...ttt ettt e e e e e e b e e e s enne e 73
V.4  CONFIGURINGUPSTREAMIP INTERFACES......ciitiiitiiitiiiieiieaeeteeetieeeeneenesaeneenes 73
V.4.1 CONFIGURATION MESSAGESSENT OUT THE UPSTREAMIP INTERFACE...........cvv.u.... 74
V.4.2 IPVB PREFIXES. .. ittt eie e e e en s ss e enssnsnsensseenssnesnennen 4
V.4.3 PV B A D D RESSES. ..uittititit ittt ittt ettt ettt ettt ettt et e et ra et e e b et en e aereraeas 75
V.5 CONFIGURINGDOWNSTREAMIP INTERFACES ... cuitiititiitiiiiiitienieieniiieeetieeeeeneenaans 5
V.5.1 |V Ol 2] = = =3 TSR £
V.5.2 [PV B A D D RESSES. ..uitiitititieit ittt it ieat it ettt a et e bt e e ra et e e e b et en e r e reas 76

May 2012 © The Broadband Forurll rights reserved 6 of 96



Device Data Model for TR69

TR-1811ssue2 Amendment 5

V.6 DEVICE INTER A CTION . .t tete sttt ettt et et e et e e e et e et e et e et aae ea e e en e e eneneaneneanen 17
V.6.1 ACTIVE CONFIGURATION .. ettt ettt ettt e e e e e e e e e e et e e e e e e e e eaea e e e eae e e enanns 77
V.6.2 1Y K0 N @] =31 (O 78
V.7 CONFIGURINGIPVG ROUTING AND FORWARDING .. ...cuee ettt eeeeee e eeaeananns 78
V.8 CONFIGURINGIPVG ROUTING AND FORWARDING .. ...cuene ettt eeeeeeaeaeaeaeeeenananns 79
APPENDIX VI:  6RD THEORY OF OPERATION ... 84
VI.1 RFC5969CONFIGURATION PARAMETERS. . ...cutt ettt ee e eeaeaenees 84
V1.2 INTERNAL CONFIGURATION PARAMETERS. . .. cue ettt ittt eeee e ee e ee e eaeaenees 84
V.3 I PV ADDRESSSOURCE. . .. cue e ettt et e e ae e e e e et e e e e e e aeens 84
V1.4 SENDING ALL TRAFFIC TO THEBORDERRELAY SERVER. . ...cutuie it eeeeaeaeaeaeaaaenens 85
VI.5 INTERNAL TREATMENT OF PV O PACKETS .. u ettt et aeaeneees 85
APPENDIX VII:  DUAL-STACK LITE THEORY OF OPERATION ..o 87
Vil.1 INTERNAL TREATMENT OF 1PV PACKETS .. ettt e e e 87
APPENDIX VIII: ADVANCED FIREWALL EX AMPLE CONFIGURATION ............. 89
APPENDIX IX: IPSEC THEORY OF OPERATION ..ot a3
O R | =] = o 94
O | =] oy = [ 1 = = SR 94
DO T | =2S] oy = =To | = | =TT 95
), R | ST =T o 11NN =1 95
T [ ST = o 1 S YA A 96
IX.B [P SECIKEY 2SS A GHILD S A . ittt ettt et ettt e e et et e e e eaees 96

May 2012

© The Broadband Forumhll rights reserved 7 of 96



Device Data Model for TR69

TR-1811ssue2 Amendment 5

List of Figures
Figure 1i Device:2 Data Model StructuieOVErVIEW.............uuuiieiiiiiiiiieee e 12
Figure 21 Device:2 Data Model StructuieDevice LeVel...........ccccovvviiiiiiiiiiiiiieeee 13
Figure 3i Device:2 Data Model Structuielnterface Stack and Networking Technologiesl14
Figure 4i Device:2 Data Model StructuieApplications and Protocols.............ccccccceeeee. 15
Figure 51 OSI Layers and Interface ODJECLS............oiiieiiiiiiiieee e 23
Figure 61 INterface LOWEILAYEIS ... ...cooeiiiii ettt ettt e e e e e e eeeees 26
Figure 71 Ignoring a Vendosspecific Interface Object in the Stack..............coooevvviiiinnnnnnn. 28
Figure 8i Ignoring a Vendosspecific Interface Object in the Stack (multiple salijects)......28
Figure 9i Simple Router Example (Interfaces Visualized)..............coooovviiiiiiiiniiiiiininnnnn. 30
Figure 101 Queuing Model Of @ DEVICE........ccoouuuuiieeiiiiiie e 33
Figure 111 TUNNEING OVEIVIEW......ciiiiiiieeeeeiiie ettt r e e e e 42
Figure 12 Tunneling Overview(Showing Forwarding DecCiSiONS)............covvevveeviiinannnnnn. 43
Figure 131 Sample Flow of Upstream Tunneled Traffic through the Deuvice...................44
Figure 141 SampleFlow of Downstream Tunneled Traffic through the Device................ 44
Figure 151 Queuing and Scheduling Example for RG..........coooiiiiiiiiiiieicei e, 46
Figure 16/ Exanples of VLAN configuration based on Bridging and VLAN Termination

(0] o] =T 0! K= PRSP a7
Figure 171 Bridge 1 MOGeL.......ccooiiiiiiiiiiiiiiiitiei e A8
Figure 18I Bridge 2MOGEL.......cooiiiiiiiiiiieeeeee e 50
Figure 197 Bridge 3 MOUEL........u i 52
Figure 201 VLAN Termination MOdeLl.............oiiiiiiiiiiiiicee e e e b4
Figure 217 Bridge 1 MOGEL........u i e e 55
Figure 22 Example of VLAN configuration in a 2 box scenariQ.............c.oceevvieveevinnnennns 58
Figure 231 Bridge 12,3 MOEL.........oiiiiiiiiiei e e e e e 58
Figure 24i Relationship of Protocols to Data Model............ccooovviiiieeeiii e, 72
Figure 25 Internal Relationships of IPv6 Addresses angffiRes...............cccceevevvvviceeennnnnn. 73
Figure 26i Sample 6rd Routing and FOrwarding..............ceveeveiiiieeeeiiiieceie e e 36
Figure 271 Sample DSLite Routing and FOrwarding.............cccoeveviiiiieeereii e eeeii e, 38
Figure 28 IPsec Data Model ODJECES.........uiiiiiie e a3
List of Tables
Tableli Simple Router Example (InterfaceStack table)...........cccoccovviiieeeriiie i, 29
Table2i Simple Router Example (Interface LowerLayers).........ccccoevevvviiieeeiiiiieeiiineees 31
Table31 Default Layer 2/3 Q0S MapPPiNg........ceeeuuuieeeiiieeieeaieeeeeie e ee e e e e e e eeeaa e eeaans 39
Table4 i Protocolldentifer URNS ..........ooiiiiiiiiiiiiiiieeeeciiiiiee e eeeeeeiiin e eeenennne . A0
Table571 Flow TypeParameters values for flow type urn:dslforang:pppoe...............c...... 41
Table61 Tagged LAN to tagged WAN configuratiQn................ccooeeiiiieerieiiiii e 48
Table7 1 Tagged LAN to tagged WAN configuration (VLAN ID translation).................... 50
Table81 Untagged LAN to tagged WAN configuration.............cccoeeevviieeeeiiiie e, 52
Table91 Internally generated to tagged WAN configuration.............c..c.ccoveeeeiiinineeennnn. 54
Table1071 Configuration to be added to Table.6..............cooiiiiii e, 56
TablellT 802.1D (r€)MaArKiNg.......ccuuuieirieiiee e e e e e e e e et eaa e aans 57
May 2012 © The Broadband Forurll rights reserved 8 of 96



Device Data Model for TR69 TR-1811ssue2 Amendment 5

Table127 More than one VLAN ID tagdmitted on the same Downstream interface....... 59
Table131 RFC 5969 Configuration Parameter Mapping.............ooveeveeeiimuinneeeeeeeiiieeeeen 84

May 2012 © The Broadband Forurll rights reserved 9 of 96



Device Data Model for TR69 TR-1811ssue2 Amendment 5

Executive Summary

This Technical Reportiefines version 2 of the FB69[2] Device data model (Device:ZJhe
Device:2 data model applies to all types of069-enabled devices, including End Devices,
Residential Gatewaysind other Networknifrastructure Devices. It representsext generation
evolutionthat supesedes bottevice:1andInternetGatewayDevice:1.

The evolution to Device:2 was necessary in order resolve some fundamental limitations in the
InternetGatewayDevicgé data modelwhich proved to benflexible andcaused problems
representingomplexdeviceconfigurationsHowever, in defining thisiext generatiodata

model, care has been taken to ensure that all InternetGatewayDevice:1 and Device:1
functionality hadheencovered Legacy installationsancontinue to make use of the
InternetGatewayDevice:1 and Device:1 data mqoaeschare stillvalid.

The Device:2 data model defined in thischnical Reportonsists of a set of datajebts
covering things like basic device information, thoieday configuration, network interface and
protocol stack configuration, routing and bridging management, throughput statistics, and
diagnostic testdt also defines a baseline profile that spiesifa minimum level of data model
support.

The cornerstone of the Devicedatamodel is the interface stacking mechanism. Network

interfaces and protoctdyers are modeled as independent data objeetscan betacked, one
on top of the other, into vatever configuration a device might support.

May 2012 © The Broadband Forurll rights reserved 100f 96
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1 Purpose and Scope

1.1 Purpose

This Technical Reportiefines version 2 of the FB69[2] Device data model (Device:ZJhe
Device:2 data modelpplies to all types of TIRR69-enabled devices, including End Devices,
Residential Gatewaysind other Network Infrastructure Devices. It represenexageneration
evolutionthat supesedesbothDevice:1andInternetGatewayDevice:1.

The evolution to Deice:2 was necessary in order resolve some fundamental limitations in the
InternetGatewayDevice:1 data model, which proved to be inflexible and caused problems in
representing complex device configurations. However, in defining this next generation data
model, care has been taken to ensure that all InternetGatewayDevice:1 and Device:1
functionality has beeoovered Legacy installationsancontinue to make use of the
InternetGatewayDevice:1 and Device:1 data mqoadefschare still valid

1.2 Scope

The Device2 data model defined in thisechnical Reportonsists of a set of data objects
covering things like basic device information, thoeday configuration, network interface and
protocol stack configuration, routirand bridging management, throughput statistics, and
diagnostic testdt also defines a baseline profile that specifies a minimum level of data model
support.

The cornerstone of the Devicedatamodel is the interface stacking mechanism. Network
interfaces and protocdayers are modeled as independent data objecksa. interface objects)
that can bestacked, one on top of the other, into whatever configuration a device might support.

Figurel illustrates the toflevel Devie:2 data model structurgigure 2, Figure3, andFigure4
illustrate the data model structure in greater debaie Sectioh for the complete lisbf objects.

¢ Interface objects are indicated byial a s baekdround pattern.
e Objects that reference interface objects are indicatedibgl @ t Haakgtaund pattern.

May 2012 © The Broadband Forurll rights reserved 110f 96
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Device:2 5
Device.

""""""""""""""""""""""""""""""""""" DeviceLevel IR
E‘Scn'iccs. | [Devicelnfo. | [ManagementServer. | [GatewayInfo. ‘
E\Uscrlmcrfacc. | [LANConfigSecurity. | [Hosts. | [Users. \
E|SmarlCardRcadcrs. | [SelfTestDiagnostics. | [PeriodicStatistics. | |SoftwareModules. |
E\BulkDam. | I
::::::::::::::::::::::::|:.;-.:;::-:|E.:..-:f:.n;-.:f.;::\:.:‘:x':f::-.-:-.::E:::E.:.:._i:l':f..:-::f.:::-.:::-5:5-5:::::::::::::::::::::::E
E\Imcrfaccmack.{i}. | [DSL. | [Optical. | [AT™. ‘
HPTM. | [Ethemnet. | [UsB. | [HPNA. \
E\Mm:A. | [Ghn. | [HomePlug. | [UPA. ‘
E\Wiﬁ. | [Bridging. | [ppP. | [P, ‘
L
E\Timc. | [Psec. | [CaptivePortal. | [Routing. |
E‘NcighbnrDiscm‘c:y. | |RnutcrAdvcniscmcm. | |IP\-‘6|'d. | ‘DSLiIc. ‘
”QGS. | [DNs. | [NAT. | [DHCPv4. \
E|DHCPV6. | [IEEE8021x. | [UPnP. | [DLNA. I
;‘Fircwall. | [FaulMgmt. | [Security. | [FAP. |

Figure 17 Device:2 Data Model Structurei Overview
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Device:2.5

Device.

: |Scrviccs. |

-------------------------------------------------------------------------------------------------------------------------------------------

Devicelnfo.

|Vcndm€onﬁgFilc.{i}.| |Supp0ncdDataM0dcl.{i}.| |McmoryStatus. | ProcessStatus. TemperatureStatus.
|Process_{i}. | |Temperatum5cnsm_{i}.|
|NclworkPropcnics.| |Pr0ccssor.{i}. | |Vcnd0rL,0gFilc.{i}.| |Pr0xicrlnf0. | |L£)calion.{i}. |
ManagementServer.
|Managc ableDevice.{1} | | AutonomousTransferCompletePolicy. | DownloadAvailability.

Announcement.

Query.

[DUStateChangeComplPolicy.| [EmbeddedDevice {i}.| [VirtualDevice {i} ]

§|Gatcway1nfo. | UserlInterface. |LANCnnﬁgSccuriry.|
: |Rcmchcccss. | |LﬂcalDisplay. | e

Host.{1}.

|IPv4Address.{i}.| [IPvoAddress.{i}.]
Users. SmartCardR eaders. |Sclchleiagnostics.| Periodic Statistics.
' User.{i}. SmartCardReader.{1}. SampleSet.{i}.

SmarCad.
SoftwareModules. BulkData.
[ExecEnv.{i}. | |DeploymentUnit{i}.| [ExccutionUnit{i}.|| | [Profile.{i}.
|Exlcnsions_ | |Para|neter_{i}. |

Figure 271 Device:2 Data Model Structurei Devicel evel
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Device:2 5

IP.

Interface {i}.

[IPv4Address (i} [IPv6Address.{i}] [IPv6Prefix {i}.] [Stats. |

[ActivePort {i}.

Diagnostics

TraceRoute.

IPPing .

|Down load Dingm:slics.l |Up load Dingm:stics.l |U DPEchoConfig |

[RouteHops.{i}.|

[psL.
| [LineAi- Channel {i}.
|| [Stats: [TestParams. Stats. :
||| [Fatal | [Showtime. | [LastShawtime ] [CurrentDay. | [QuarterHour | [Total. | [showtime. | [LastShowtime.] [CurrentDay. | [QuarterHour] :
E BondingGroup.{i}. Diagnostics. E
E BondedChannel {i}.| [Stats. [Ethernet. (ADSLLineTest. | E
! || [Ethemet [fotl. | [CorentDay | [Quancriour] | | s, |
i (Optical. ATM. FTM. Ethernet. i
E Interface {i}. Link {i}. Diagnostics. Link {i}. RMONStats {i}. | |Interface {i}. Link {i}. VLANTermination.{i}. E
| [ [Sraes. | [Stass. | [os: || |[FsLoopback. ||| || [Stats: | [Stats. [ [ | [Stats- | [ | [Stats | ;
:[usE. HPNA. :
E Interface.{i}. Port.{i}. USBHosts. Interface.{i}. Diagnostics. E
E Host {i}. Stats. QoS | Associated Device {i}| PHY'T ghput.| |PerformanceM. ing. E
: Device {i}. FlowSpee (i} ] Result (i} Nodes. Channels. :
i Configuration (i} i
: Interface {i}] :
E MoCA. (Ghn. E
E Interface {i}. Interface {i}. E
E [ Stats. (oS, |Asmcim:chvic:.{i}.| |St.|ns_ | |Asmcin:chvic:.{i}_| E
: FlowStats {1} :
E HomePlug. E
E Interface {i}. E
E |Smts. | |Am:cint:chvicc.{i}_| E
‘[UPA.
E Interface.{i}. Diagnostics. E
E |Sms. | |Am:cim:chvicc.{i}.| |Mtiv:N1mh.{i}.| |Brid_|;c1—'0r.{i}. | |Im:rfm.'cM:mrtmcm. E
— |
Radio {i}. SSID. i} AccessPoint {i}. EndPoint {i}.
E |Smts. | |Sms. | |Security. | |WPS. | |Am)cinn=dDevice.{i}.| |Accuumin_|;. | |Smts. | |Security. | Profile i}, WPS. E
E :
 [Bridging. PPP.
| [Bridge {i}. Filter{i}. Interface {1} :
|| [Portit- [VEANgi). | [VLANPorifir] [PPPoA | [PPPoE- | [ipce. | [revece. | [Stats.

Figure 371 Device:2 Data Model Structurei Interface Stack and Networking Technologies

May 2012

© The Broadband Forund\ll rights reserved

14 0f 96



Device Data Model for TR69 TR-1811ssue2 Amendment 5

Device:2.5
Device.
] A pplicatior rotocols
Time. TPsec.
5 |Stats. | [Filter.{i}. | [Profile.{i}. Tunnel.{i}. IKEV2SA.{i}.
[SentCPAtr{i}.] | | [Stats. || | [stats. | [ReceivedCPAMr{i}.] [ChildSA {i}.
CaptivePortal. Routing. NeighborDiscovery. RouterAdvertisement.
E Router.{1}. RIP. Routelnformation. InterfaceSetting .{1}. InterfaceSetting {1} .
[Pv4Forwarding{i}.] [lPv6Forwarding {i}] | | [InterfaceSetting{i}] | | [InterfaceSetting {i} |
IPv6rd. DSLite.
|Intcrfacc5cning.{i}.‘ |lnlcrfaccScningA{i}A|
! [Qos.
|Classification {i}. | [App{i}. | [Flow.{i}. | [Policer.{i}. | [Queue.{i}. | [QueueStats.{i}. | [Shaper.{i}. |
DNS. NAT.
¢ | [Client. Relay. Diagnostics. |ImcrfaccScning.{i}.‘ |PonMapping.{i}. ‘
‘Server.{i}. | |F0rwa.rding.{i}.| NSLookupDiagnostics.
| [DHCPv4.
: Client.{1}. Server. Relay.
[SentOption {i}.] [ReqOption.{i}. | | | [Pool.{i}. Forwarding {i}.
[StaticAddress {i}.| [Option{i}. | [Client.{i}.
[Pv4Address.{i}.| [Option.{i}.|
DHCPv6.
| [Client.{i}. Server.
[Server{i}. | [SentOption.{i}.| [ReccivedOption{i}.| | | [Pool{i}.
Client.{i}. Option.{i}.
[1Pv6Address.{i} .| [IPv6Prefix.{i}| [Option {i} |
IEEES021x. UPnP. DLNA.
; Supplicant.{1}. Device. Discovery. Capabilities.
[Stats. | EaPMDs. | [EAPTLS. ||| ||[Capabilities. || | [RootDevice {i}.| [Device.{i}. | [Servicefi}. |
Firewall. FaultMgmt.
| [Cevel i} Chain.{i}. [SupportedAlarm {i}| [CurrentAlarm {i}.| [HistoryEvent{i}. | [ExpeditedEvent.{i} | [QueuedEvent {i}.|
| :
Security.
FAP.
! |[aps. PerfMgmt.
[ContinuousGPSStatus.| [AGPSServerConfig.| | | [Config{i}. |
ApplicationPlatform.
Capabilities. Control. Monitoring.
|chlkoamncss.| |SMS. | ‘I\{MS. ‘ |Tcrmina]Location.| |chlkoamncss.| |SMS. | ‘MMS. | |Tennjm]]_ocation.

Figure 471 Device:2 Data Model Stricture i Applications and Protocols
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2 References and Terminology

2.1 Conventions

In this Technical Reportseveral words are used to signify the requirements of the specification.
These words are always capitalized. Blarformation can be found be in RFC 2118

MUST This word, or the term AREQUI REL
absolute requirement of the specification.

MUST NOT This phrase means that the definition is an absohatieiltion of the
specification.

SHOULD This word, or the adjectivecoildRE-C
exist valid reasons in particular circumstances to ignore this item, but th
implicationsneed tobe understood and carefully weighed beforeositg a
different course.

SHOULDNOT This phrase, or the phrase i Ndud
exist valid reasons in particular circumstances when the particular beha
is acceptable or even useful, but the full implicatinesd tdbe undersod
and the case carefully weighed before implementing any behavior desc
with this label.

MAY This word, or the adjective AOPT
allowed set of alternatives. An implementation that does not include this
optionMUST be prepared to intexperate with another implementation th:
does include the option.

The key words ADEPRECATEDGAdechntal Repda® 0 ETEDO i n
interpreted as defined iIPR-106[3].
2.2 References

The following references are of relevance to Treshnical ReportAt the time of publication,

the editions indicated were valid. All references are subject to revision; diskisTechnical
Reportare therefore encouraged to investigate the possibility of applying the most recent edition
of the references listed below.

A list of currently valid Broadband Forum Technical Reportauislished atvww.broadbaned
forum.org

[1] RFC 2119Key words for use in RFCs to Indicate Requirement LeNET$-, 1997

[2] TR-069 Amendment 3CPE WAN Management Protoc@roadband Forup2010

[38] TR-106 Amendment Hata Model Template for FR69-Enabled DeviceBroadband
Forum 2010

[4] REC 3986 Uniform Resource ldentifier (URI): Generic SyntlXTF, 2005
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[5]
[6]
[7]

[8]

[9]

[10]
[11]
[12]
[13]
[14]
[15]
[16]
[17]
[18]
[19]

[20]
[21]
[22]
[23]
[24]
[25]

[26]
[27]

[28]

[29]
[30]

[31]
[32]

XML Schema Part 0: Primer Second Bmfit W3C, 2004
REC 2863 The Interfaces Group MIBETF, 2000

X.200, Information technology Open Systems InterconnectioBasic Referenc®lodel:
The basic modelTU-T, 1994

802.1D2004 Media Access Control (MAC) Bridges, IEEE, 2004
802.1Q2005 Virtual Bridged Local Area Networks, IEEE, 2006

REC 2597 Assured Forwarding PHB Group, IETF, 1999

REC 3246 An Expedited Forwarding PHB (Re&top Behavior), IETF, 2002
REC 3261 SIP: Session Initiation Protocol, IETF, 2002

REC 3435 Media Gateway Control Protocol (MGCFPYersion 1.0, IETF, 208
RFEC 4566 SDP: Session Description Protocol, IETF, 2006

RFC 2453 RIP Version 2, IETF, 1998

REC 2460 Internet Protocol Version 6R/6) Specification, IETF, 1998

REC 2464 Transmission offv6 Packets over Ethernet Networks, IETF, 1998
RFEC 3315 DynamicHost Configuration Protocol foiPv6 (DHCPV6), IETF, 2003

RFEC 36331Pv6 Prefix Options for Dynamic Host Cofiguration Protocol (DHCP) version
6, IETF, 2003

RFEC 4191 Default Router Preferences and Mé@pecific Routes, IETF, 2005
RFC 4193 Unique Local IPv6 Unicast Addresses, IETF, 2005

RFC 4861 Neighbor DOscovery for IP version 6 Bv6), IETF, 2007

RFC 48621Pv6 Stateless Address Autoconfiguration, IETF, 2007

RFC 50721P Version 6 over PPP, IETF, 2007

RFC 5969 IPv6 Rapid Deployment on IPv4 Infrastructures (6rérotocol Specification,
IETF, 2010

RFC 61®, IPv6 Router Advertisement Options for DNS Configfion, IETF, 2010

RFC 6333 DualStack Lite Broadband Deployments Following IPv4 Exhaustion, IETF,
2011

RFC 6334 Dynamic Host Configuration Protocalrf IPv6 (DHCPV6) Options for Dual
Stack Lite, IETF, 201

TR-101, Migration to Ethernet Based DSL Aggregation, Broadband Fo2006

TR-124 Issue 2Functional Requirements for Broadband Residential Gateway Devices,
Broadband Forum, 2010

TR-177 IPv6 in the context of THO1, Broadband Forum, 2010
TR-187 IPv6 for PPP Broadband Access, Broadband Forum, 2010
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[33] ICSA Baseline Mdular Firewall Certification CriterjaBaseline modulé version 4.1,
ICSA Labs, 2008

[34] ICSA Residential Modular Firewall Certification CriterlRequired Services Security
Policyi Residential Category modduileversion 4.1, ICSA Labs, 2008

[35] REC 4301 Security Architecture for the Internet Protocol, IETF, 2005
[36] REC 4302 IP Authenttcation Header (AH), IETF, 2005.

[37] REC 43031P Encapsulating Security Payload (ESP), IETF, 2005

[38] REC 5996 Internet Key Exchange Protocol Version 2 (IKEVIBTF, 2010
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2.3 Definitions

TR-1811ssue2 Amendment 5

The following terminology is used throughout thischnical Report

ACS

CPE

Component

CWMP

Data Model

Device
DM Instance

DM Schema

Downstream
Interface

Interface Object

Object
Parameter

Path Reference

Upstream
Interface

May 2012

Auto-Configuration Server. This is a component in the broadband network
responsible for autoonfiguration of the €E for advanced services.

Customer Premises Equipment; refierany TR-069-enabled?2] deviceand
therefore coverResidential Gatewayt AN -sideEnd Devices and other Network
Infrastructure Devices

A named ollection ofObjectsand/orParametersand/or Profileghat can be
included anywhere within Bata Model

CPEWAN Management ProtocdDefined in TR069[2], CWMP is a
communication protocol between A&SandCPEthat defines a mechanism for
secure auteonfiguration of sCPEand othelCPE management functions in a
common framework.

A hierarchical set oDbjectsand/orParameterghat define the managed objects
accessible via TR69 for a partularCPE

Used here as a synonym foPE

Data Model Schema instance documéitis is an XML document that conforms t:
theDM Schemand to any additional rules specified in or referenced bipie
Schema

Data Model Schem This is the XML Schemb] that is used for defining data
models for use witiCWMP.

A physical interfac®bjectwhose Upstream parameter is sefialeg or aninterface
that is associad with such a physical interface via the InterfaceStack. For exan
downstream IP Interface is an IP.Interface object that is associated with an
Upstream=false physicilyerinterface.

A type ofObjectthat models a network interfaor protocol layer. Commonly
referred to as an interface. They can be stacked, one on top of the othePatising
Referencesn order to dynamically define the relationships between interfaces.

A named collection oParametersand/or otheObjeds.

A namevalue pair representing a managedbRE parameter made accessible to ¢
ACSfor reading and/or writing.

Describeshow a parameter can reference another parameter or object via its pe
name(Section A.2.3.4TR-1063]). Such a reference can be weak or str@sgtion
A.2.3.6TR-106]3]).

A physical interfac®bjectwhose Upstream parameter is sdrt, or aninterface
that is associated Wi such a physical interface via the InterfaceStack. For exam
an upstream IP Interface is an IP.Interface object that is associated with an
Upstream=true physicédyerinterface
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2.4 Abbreviations

This TechnicalReportuses the following abbreviations:

ATM
DHCP
DSL
IP
IPsec
oSl
PPP
PTM
RG
RPC
SSID
URI
URL

May 2012

Asynchronous Transfer Mode
Dynamic Host Configuration Protocol
Digital Subscriber Line.

Internet Protocol.

Internet Protocol Security.
Open Systems Interconnection.
Pointto-Point Protocol.

Packet Transfer Mode.
Residential Gateway

Remote Procedure Call.
Service Set Identifier.

Uniform Resource Identifigd].

Uniform Resource Locatd4].
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3 Technical Reportimpact

3.1 Energy Efficiency
TR-181Issue2 Amendment Hias no impet on Energy Efficiency.

3.2 IPv6
TR-181Issue2 Amendment Slefines IPv6 extensioristo the Device:2 data model

3.3 Security
TR-181Issue2 Amendment Hias no impact on Security.

3.4 Privacy
TR-181Issue2 Amendment Has no impact oRrivacy

Y Introduced in Issue 2 Amendment 2
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4  Architecture

4.1 Interface Layers

This Technical Repornodelsnetworkinterfaces ang@rotoml layers as independent data
objects, generally referred to as interface objgmtinterfaces)Interface objects can be stacked,
one on top of the other, using path references in order to dynamically define the relationships
between interface

The nterface object and interface stack are concepts inspired by RFZ&2863

Within the Device:2 data model, interface objects are arbitrarily restricefitotions that
operateat orbelow thelP network layer(i.e. layersl through 3 of the OSI modgl]). However,
vendorspecific interface objestMAY be definedwhich fall outside thigestrictedscope.

Figure5 lists the interface objects defined iretDevice:2 data model. The indicated OSI layer is
nortnormative; it serves as a guide only, illustratatgvhat levein the stack an interface object
is expected to appedtiowever, a CPE need not supporuseall interfaceswhich means that

the figure does not refledll possible stacking combinations and restrictions. For exammpée
CPEstackmight excludeDSL Bonding while another CPE stack migimicludeDSL Bonding

but excludeBridging, while still anothemight includeVLANTerminationunderPPP, or
VLANTermination under IP with no PPP, or even Etheltriek under IP with no
VLANTermination and no PPP

NOTET Throughout thisTechnical Reportobject names are often abbreviated in order to improve
readdpility. For exampleDevice.Ethernet.VLANTermination.{is thefull name of a Device:2 object, but
might casuallybereferredto asEthernet. VLANTerminatiofi} or VLANTermination.{ijor
VLANTerminationjust so long as the abbreviation is unambigu@uth respect to similarly named
objectsdefined elsewhere within the data mgdel
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OSI Layers:
3 |IP.Interface
2++ PPP.Interface
2+ Ethernet.VLANTermination
2 Ethernet.Link
9 Bridging.Bridge.{i}.Port
ATM. | PTM. T WiFi.
2= | Link | Link SSID
psL. || g | 8 | g | |
- _ "
Bonding g € g ‘g é g 8 g
w LG Jf 2| E|S|2|2|S|S|3
DSL. - E S1Zl<2l S0 2 3| we
Channel | £ $1213121%1¢% |5
51215|%8|8|° § S |R
1 DSL.Line

Figure 51 OSI Layers and Interface Objects *

4.2 Interface objects

An interface object is a type of network interface or protocol layer. Each typedace is
modeled bya Device:2 data mod&dble, with a row per interface instan@eg. IP.Interface.{i}
for IP Interfaces)

Each interface object contaia core set of parameters and objects, which serves as the template
for defining interface ojpcts within the data model. Interface objects can also contain other
parameters and swdbjects specific to the type of interface.

2 Note that, becausgew minor versions of the Device:2 data model can be defined withpubtishing this

document, the figure is not necessarilytoate.
% The Bridge.{i}.Port.{i} object models botimanagementupwards facingBridge Ports andon-management
(downwardgacing) Bridge Ports, where each instance is configured as one or the other. Management Bridge Ports

are stacked aboveon-managemenBridge Ports.
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The core set of parameters consists of:

Enable
Status

Alias

Name
LastChange

LowerLayers

The administrative state of the interface (i.e. boolean indicatiapled
or disable(l

Theoperational statef the interfacdi.e. Up, Down, Unknown,
Dormant, NotPresent, LowerLayerDown, Error)

An alternate name used to identify the interface, whiesssgned an
initial value by the CPBbut canlater bechosernby the ACS

The textual name used to identify the interface, which is chosen by
CPE

Theaccumulatedime in seconds sincehe interface entered its current
operational state

A list of pathreferences tinterface objectthat are stacked
immediately belovthe interface

Also, acore set obtatisticgparameterss contained within a Stats sudiject The definition of
these parameters MAY be customized for each interface Tyyecoreset ofparametersvithin
the Statsubobjectconsists of:

BytesSent The total number of bytedsansmitted out ofhe interface,
including framing characters.

BytesReceived The total number of bytes received on the interface,
including framing characters.

PacketsSent The total number ofgrckets transmitted out of the
interface.

PacketsReceived The total number of packets received omitherface.

ErrorsSent The total number of outbound packets that could not b
transmitted because of errors.

ErrorsReceived The total number of inboundapkets that contained errol
preventing them from being deliveréo a higherayer
protocol

UnicastPacketsSent The total number of packets requested for transmissio

which were not addressed to a multicast or broadcast
addresat this layerincluding hose that were discarded
or not sent.

UnicastPacketsReceived The total number of received packedelivered by this

layer to a higher layewyhich were not addressed to a
multicast or broadcast addresghis layer

DiscardPacketsSent The total numbeof outbound packets which were chost

May 2012

to be discarded even though no errors had been detec
to prevent their being transmitted.

© The Broadband Forumhll rights reserved 24 0f 96



Device Data Model for TR69 TR-1811ssue2 Amendment 5

DiscardPacketsReceived The total number of inbound packets which were chos
to be discarded even though no errors had betatted
to prevent their being delivede

e MulticastPacketsSent The total number of packetisat higheflayer protocols
requested for transmissi@mdwhich were addressed to .
multicast addresat this layerincluding those that were
discarded or not sén

e MulticastPacketsReceived The total number of received packedglivered by this
layer to a higher layewhich were addressed to a
multicast addresat this layer

e BroadcastPacketsSent The total number of packetisat higheflevel protocols
requestedor transmissiorandwhich were addressed to .
broadcast address this layeyincluding those that were
discarded or not sent.

e BroadcastPacketsReceive The total number of received packedglivered by this
layer to a higher layewhich were addresddo a
broadcast addresd this layer

e UnknownProtoPackets The total number of packets received via the interface,
Received which were discarded because of an unknown or
unsupported protocol.

NOTET TheCPE MUST reset aimterface's Stats parametéusless otherwise stated in individual

object or parameter descriptions) either when the interface becomes operationally down due to a previous
administrative down (i.e. the interface's Status parameter transitiardoionstateafter the inteface is

disabled) or when the interface becomes administratively up (i.e. the interface's Enable parameter
transitions fronfalseto true). Administrative and operationatatus is discussed ire&ion4.2.2

4.2.1 Lower Layers

Each interface gbct can be stacked on top of zero or more other interface glydath MUST
be specified using its LowerLayers parameter. By having each interface object, in turn, reference
the interface objects in its lower layer, a logical hierarchy of all interiagionships is built up.

The LowerLayers parameter is a comsegarated list gbath references to interface objects
Each item in the list represents an interface object that is stacked immediately below the
referencing interfacdf a referencednterfaceis deleted, the CPE MUST remove the
corresponding item from this list (i.e. items in the LowerLayensameteare strong references).

These relationshiplsetween interface objeatsin either be set by management action, in order to
specify new intdiace configurations, or be po®nfigured within the CPE.

A CPE MUST reject any attempt to set LowerLayers values that would result in an invalid or
unsupported configuratioihe correspondinéault responsdrom the CPEMUST indicate this
usinganinvalid Parameter Valutault code(9007). Seé&ection A.3.2.1TR-069(2] for further
detailson SetParameterValues fault responses
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The lowest layer in a fully configured and operational stagerserallythe physical interface
(e.g. DSLLine instance representinglSL physicallink). Within thesephysicalinterface
objects the LowerLayers parameter will be an emptydisiesssomelower layer vendor
specific interface objects are defined and presg¢igher layer mterface olgcts MAY operate
without a physical layer being modeletowever this is a local matter to the CPE.

Figure6 illustrates thause ofthe LowerLayers parameteXk, B, C, and D represent interface
objects. | nt er fpaacrea mred se rL orveefrelraeynecress i nt er f aces
LowerLayers parameter references interface D. Intesi@cand D have no interface references

specified in their LowerLayers parameters. In this way, a #faydred interface stack is

configured. It he ACS were to delete interface B, ther
LowerLayers parameter to no longer reference interface B (and interface D would be stranded,

no longer referenced by the now deleted interface B).

A

Figure 61 Interface LowerLayers

4.2.2 Administrative and Operational Status

NOTET Many of the requirements outlined in this section wimevedfrom Section 3.1.18RFC 2863
[6].

An interface objectdés Enable and Status param
operational status of the interface, respectively. Valid values for the Status parammédier
Down, Unknown, Dormant, NotPresent, LowerLayerDown, GBrdr.

The CPE MUST deverything possiblen order to follow the operational state transitions as
described below. In soe cases thesequirementare defined as SHOULRhis is not an
indication that they areptional Thesetransitions and the relabnship between the Enable
parameter ahthe Status parameter, asgjuired behavior it is simply the timing of how long
these state transitions take that is implementation specific.

Whenthe Enable parameterfalsethe StatuparameteSHOULD normaly be Down (or

NotPresent or Error if there is a fault condition on the interfad&te that when the Enable

parameter transitions false it is possible that Dowenightt at us g
occur after a small time lag if the CPE ne&alfirst complete certain operations (e.g. finish

transmitting a packet).
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When the Enable parameter is changetiue, the Status SHOULD do one of the following:

e Change tdJpif and only ifthe interface isbleto transmit and receive network traffic.

e Change tdDormantif and only ifthe interface is operable, but is waiting for external
actions before icantransmit and receive network traffic.

e Change td.owerLayerDowrif and only if the interface is prevented from entering the
Up state because one more of the interfaces beneath it is down.

e Remain in theéerror stateif there is @ error or othefault condition detected on the
interface

e Remain in theNotPresenstateif the interface has missing (typically hardware)
components.

e Change tdJnknownif the sta¢ of the interface can not be determined for some reason.

The Dormantstate indicates that the interfacegerable, but it is waiting for external events to
occur before it catransmit/receive traffic. When such eveatcur, and the interfads then

able to transmit/receive traffithe Status SHOULD change to tlp state. Notehat loth the

Up andDormantstates are considered healthy states.

The Down, NotPresentLowerLayerDownandError states all indicate that the interface is

down. TheNotPresenstate indicates that the interface is down specifically because of a missing
(typically hardwareromponent. ThéowerLayerDowrstate indicates that the interface is

stacked on top of one or more other interfaces, and that this interfacensgeeifically

because one or more of these louggfer interfaces is down.

TheError state indicates thalhe interface is down becaua®error or othefault condition was
detected on the interface

4.2.3 Stacking and Operational Status
NOTET The requiremets outlined in this section wederivedfrom Section 3.1.1/RFC 28636].

When an interface object is stacked on top of lelager interfaces (i.e. is not a bottommost
layer in the stack), then:

e The interfae SHOULD beUp if it is ableto transmit/receive traffic due to one or more
interfaces lower down in the stack beldp, irrespective of whether other interfaces
below it are in a nowp state (i.e. the interface is functioning in conjunction with at least
some of its lowetayered interfaces).

e The interface MAY beJp or Dormantif one or more interfaces lower down in the stack
areDormantand all other interfaces below it are in a Admstate.

e The interface is expected to bewerLayerDowrwhile all interfaces lower down in the
stack are eithebown NotPresentLowerLayerDownor Error.

4.2.4 Vendor-specific Interface Objects

Vendorspecific interface objects MAY be defined and used. If such objects are specified by
vendors, they MUST be precededXy<VENDOR>_ and follow the syntax for vendor
extensionsusedfor parameter namdasdefined inSection 3.3TR-106(3]).
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If the ACS encounters anunknownvendopeci fi ¢ i nterface object wi
stack, rather thanrespad i ng with a fault, the ACS-AyyyST pro
interfaces were directly linked to its lowkayer interfaces. This applies whether the ACS
encounters such an object via the InterfaceStalale (Section4.3)or vi a an i
LowerLayersparameter

nt erfac

Figure7 illustrates a stacked vendsepecific interface object beifgypassedby the ACS where
there isjust one object below the vendspecific object

IP.Interface.1 IP.Interface.1

v

X _00256D_AB.
Interface.1

| i

Ethernet.Link.1

Ethernet.Link.1

Figure 71 Ignoring a Vendor-specific Interface Object in the Stack

Figure8 illustrates a stacked vendsepecific interface object beirgypassedy the ACS where
there are multiple objects below the vendpeciic object

Bridging.Bridge.1
.Port.1

[ManagementPort=true]

Bridging.Bridge.1
.Port.1
[ManagementPort=true]

X_00256D_AB. > ;PN
Bridge.1 S

! \

O D\ y

Bridging.Bridge.1
.Port.2

[ManagementPort=false]

Bridging.Bridge.1
.Port.3
[ManagementPort=false]

Bridging.Bridge.1
.Port.1

[ManagementPort=false]

Bridging.Bridge.1
.Port.2
[ManagementPort=false]

Figure 81 Ignoring a Vendor-specific Interface Object in the Stackmultiple sub-objects)

4.3

Although the interface stack can be traversed via LowerLayers parameters (as described in
Section4.2.1Lower Layer¥, an alternate mechanism is provided to aid in visualizing the overall
stacking relationships and to quickly access objects within the stack.

InterfaceStack Table

The InterfaceStack table asDevice:2 data model object, namBlgvice.InterfaceStack.{if his

is a reaebnly table whose rowareautc-generated by the CPE based on the current relationships
that are configured between | ntowerfagese obj ect s
parameter . Each table row r epr-kRywrametfageocdjectfi| i nko bet
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(referenced by its HigherLayer parameter) and a ldaggr interface object (referenced by its
LowerLayer parameter. hi s means t hat an HighdLayerbrmic e St ack t
LowerLayer parametemsill always both be nomull.

NOTET As a consequence, interface instances that have been stranded will not be represented within the
InterfaceStack tabfelt is also likely that multiple, disjoint groups of stacked ifstee objectswill

coexist within the table (for example, each IP interface will be the root of a disjoint group; unused
Afragmentsodo, e.g. a secondary DSL channel with a
above, will linger if they remaintner connect ed; and finally, partiall:
present when an interface stack is being set up).

A CPE MUSTautonomouslhadd or remove rows in the InterfaceStack table in response to the
following circumstances:

e An i nt er f ayers@asameteowas updated to remove a reference to another
interface (i.e. a #fl i nkuetoaSetPrametardaluese mov e d
requesk

e An interfacebs LowerlLayers parameter was u

i nterfacko (iis ebeian dgil duitd & SetParameterViakies setj)est k
¢ An interface was deleted that had referenced, or been referenced by, one other interface

(1 .e. a Alinko i s deetom Pelete®hpectvegudgst f r om t he s
¢ An interface was deted that had referenced, or been referenced by, multiple interfaces

(1. e. multiple fAlinkso ar aDelteObea requéestmoved f

Once the CPE issues the SetParameterValuesResponse or the DeleteObjectResponse, all
autonomous lrerfaceStack table changes associated with the corresponding request (as
described in the preceding paragraph) MUST be available for subsequent commands to operate
on, regardless of whether or not these changes have been applied by the CPEOGeRTR
Sections A.3.2.1 and A.3.2.7 for background on these RPC methods)

As anexample,Tablel lists an InterfaceStack table configuratioraginedfor afictitious,

simple routerEach row in this tablearresponds to a row in the InterfaceStack tabie
specifiedobjects andnstance numbers are manufactured for the sake of this example; real world
configurations will likely differ.

Table 117 Simple Router Example (InterfaceStak table)

Row/Instance | Higher Layer Interface Lower Layer Interface
1 IP.Interface.1 PPPRInterfacel

2 PPP.Interface.1 Ethernet.Link.1

3 Ethernet.Link.1 ATM.Link.1

4 ATM.Link.1 DSL.Channel.1

5 DSL.Channel.1 DSL.Line.1

6 IP.Interface.2 Ethernet.Link.2

* An interface instance is considersttandedvhen it has no lower layer references to or from other iuterf
instancesStrandednterface instancesill be omitted from the InterfaceStack table until such time as they are
stackedabove or below another interface instanda aLowerLayers parameteeference.
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Row/Instance

Higher Layer Interface

Lower Layer Interface

7

Ethernet.Link.2

ATM.Link.2

8 ATM.Link.2 DSL.Channel.1

9 IP.Interface.3 Ethernet.Link.3

10 Ethernet.Link.3 Bridging.Bridge.1.Port.1
11 Bridging.Bridge.1.Port.1 Bridging.Bridge.1.Port.2
12 Bridging.Bridge.1.Port.2 Ethernet.Interface.1

13 Bridging.Bridge.1.Port.1 Bridging.Bridge.1.Port.3
14 Bridging.Bridge.1.Port.3 Ethernet.Interface.2

15 Bridging.Bridge.1.Port.1 Bridging.Bridge.1.Port.4
16 Bridging.Bridge.1.Port.4 WiFi.SSID.1

17 WiFi.SSID.1 WiFi.Radio.1

By looking atthe rows from thexamplelnterfaceStack table as a wholes can visualize the
overall stack configuratiorkigure9 shows how this information can be pictured. Interface
instances are represented by colored boxes, while InterfaceStack instances seatezpby
numbered circles.

router Interface Object
layer _\ XXX
/ @ InterfaceStack
t
L3 IP.Interface.1 IP.Interface.2 IP.Interface.3 -
Wy
L2+ |PPP.Interface.l
! ©®, )
Ethernet.Link.1 Ethernet.Link.2 Ethernet.Link.3
9y
Bridging.Bridge.1.Port.1
[ManagementPort=true]
L2 @,_——@ —— ®
Bridging.Bridge.1 Bridging.Bridge.1 Bridging.Bridge.1
.Port.2 .Port.3 .Port.4
[ManagementPort=false] [ManagementPort=false] [ManagementPort=false]
@) @} @, all @,
ATM.Link.1 ATM.Link.2 WiFi.SSID.1
T @l
Ethernet.Interface.1| |Ethernet.Interface.2
DSL.Channel.1 [Upstream=false] [Upstream=false]
WiFi.Radio.1
Ll <5>¢ [Upstream=false]
DSL.Line.1
[Upstream=true]
WAN LAN LAN LAN
Figure 97 Simple Router Example(Interfaces Visualized)
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Finally, Table2 completes thexample by listing each interface instance and its corresponding
LowerLayers parametemlue.

Table 27 Simple Router Example (Interface LowerLayers)

Interface LowerLayers value
IP.Interface.1 PPP.Interface.1
IP.Interface.2 Ethernet.Link.2
IP.Interface.3 Ethernet.Link.3
PPP.Interface.1 Ethernet.Link.1
EthernetLink.1 ATM.Link.1
Ethernet.Link.2 ATM.Link.2
Ethernet.Link.3 Bridging.Bridge.1.Port.1

Bridging.Bridge.1.Port.1 | Bridging.Bridge.1.Port.2, Bridging.Bridge.1.Port.3, Bridging.Bridge.1.Por
Bridging.Bridge.1.Port.2 | Ethernet.Interface.1

Bridging.Bridge.1Port.3 | Ethernet.Interface.2

Bridging.Bridge.1.Port.4 | WiFi.SSID.1

ATM.Link.1 DSL.Channel.1
ATM.Link.2 DSL.Channel.1
DSL.Channel.1 DSL.Line.1
DSL.Line.1

Ethernet.Interface.1

Ethernet.Interface.2
WiFi.SSID.1 WiFi.Radio.1
WiFi.Radio.1
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5 Parameta Definitions

The normative definition of the Device:2 data model is split between several DM Instance
documents (see TFRO6[3] Annex A)and is published dittp://www.broadbnd
forum.org/cwmp For a giverrevisionof the data model, the correspondirig-181 Issue 2
XML document defines the Device:2 model itself and imports additional componentih&om
other XML documents listedctachTR-181Issue 2HTML document is aepot generated from
the XML files, andlists a consolidated view of tHeevice:2 data modéh humanreadable form
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Annex A: Bridging and Queuing

A.1 Queuing and Bridging Model

Figure10 shows the queuing and bridging model éodevice. This model relates to the QoS

object as well as the Bridging and Routing objects. The elements of this model are described in
the following sections.

NOTE!T the queuing model described in this Annex is meant strictly as a model to claiifyethged
behavior of the related data objects. There is no implication intended that an implementation has to be
structured to conform to this model.

Other Other
Ingress Egress
Interfaces Interfaces
Default L\
( Queue 1 for connection 1
o —
o s T 1]
Ingress Class 2 —p Policer 1 —L>
Interface/ g g :Egtjr?fss ,
Connection 2} Class 3 . - @ nterface,
- ¥ 3 ass 3 - Policer 2 id E g 5 Queue 2 for connection 1 % Connection
D c @®
= @ =, () =
o R 5 R —+—» AF — | >
3| o P B ) B ) z
 — =, = =3 D
& 2 ) 3
=3 [+] =3 -
«Q a) «Q
) ad Queue 3 f tion 1
ueue or connection
Class N —jp| App protocol 2 L
L handler 1 %’_ +4—» BE /v
e
Flow Type 1 Class X =1
Flow Type 2 Class Y —p Policer 1
Default Flow Class 2
Other Other
Nonbridgeable [ [ Nonbridgeable
Ingress Egress
Interfaces — Interfaces

Figure 107 Queuing Model of a Device

A.1.1 Packet Clasdiication

The Classification table within the QoS object specifies the assignment of each packet arriving at
an ingress interface to a specific internal class. This classification can be based on a number of
matching criteria, such as destination and seliPcaddress, destination and source port, and
protocol.

Each entry in the Classification table includes a series of parameters, each indicated to be a
Classification Criterion. Each classification criterion can be set to a specified value, or can be set
to a value that indicates that criterion is not to be used. A packet is defined to match the
classification criteria for that table entry only if the packet matalied the specified criteria.

That is, a logical AND operation is applied across assification criteria within a given
Classification table entry.
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NOTE!T to apply a logical OR to sets of classification criteria, multiple entries in the Classification table
can be created that specify the same resulting queuing behavior.

Foreachclassii cat i on criterion, the Classification
flag. This flag can be used to invert the sense of the associated classification criterion. That is, if
this flag isfalsefor a given criterion, the classifier is tacinde only packets that meet the

specified criterion (as well as all others). If this flagrig for a given criterion, the classifier is

to include all packets except those that meet the associated criterion (in addition to meeting all
other criteria).

For a given entry in the Classification table, the classification is to apply only to the interface
specified by the Interface parameter. This parameter can specify a particular ingress interface or
all sources. Depending on the particular interface afl classification criteria will be

applicable. For example, Ethernet layer classification criteria would not apply to packets

arriving on a nosbridged ATM VC.

Packet classification is modeled to include all ingress packets regardless of whether they
ultimately will be bridged or routed through the device.

A.1.1.1 Classification Order

The class assigned to a given packet corresponds to the first entry in the Classification table
(given the specified order of the entries in the table) whose matching critdh the packet.
If there is no entry that matches the packet, the packet is assigned to a default class.

Classification rules are sensitive to the order in which they are applied because certain traffic
might meet the criteria of more than one Clasatfan table entry. The Order parameter is
responsible for identifying the order in which the Classification entries are to be applied.

The following rules apply to the use and setting of the Order parameter:

- Order goes in order from 1 to n, where n isada the number of entries in the
Classification table. 1 is the highest precedence, and n the lowest. For example, if entries
with Order of 4 and 7 both have rules that match some particular traffic, the traffic will be
classified according to the entwth the 4.

The CPE is responsible for ensuring that all Order values are unique and sequential.

o Ifanentryis added (number of entries becomes n+1), and the value specified for
Order is greater than n+1, then the CPE will set Order to n+1.

o Ifan entry § added (number of entries becomes n+1), and the value specified for
Order is less than n+1, then the CPE will create the entry with that specified value,
and increment the Order value of all existing entries with Order equal to or greater
than the speciéd value.

o Ifan entryis deleted, the CPE will decrement the Order value of all remaining entries
with Order greater than the value of the deleted entry.

o Ifthe Order value of an entry is changed, then the value will also be changed for other
entries grear than or equal to the lower of the old and new values, and less than the
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larger of the old and new values. If the new value is less than the old, then these other
entries will all have Order incremented. If the new value is greater than the old, then
theother entries will have Order decremented and the changed entry will be given a
value of <new valuex. For example, an entry is changed from 8 to 5. The existing 5
goesto 6, 6to 7, and 7 to 8. If the entry goes from 5 to 8, then 6 goes to 5, 7do 6, an
the changed entry is 7. This is consistent with the behavior that would occur if the
change were considered to be an Add of a new entry with the new value, followed by
a Delete of the entry with the old value.

A.1.1.2 Dynamic Application Specific Classification

In some situations, traffic to be classified cannot be identified by a static set of classification
criteria. Instead, identification of traffic flows might require explicit application awareness. The
model accommodates such situations via the App ana &bles in the QoS object.

Each entry in the App table is associated with an applicapegific protocol handler, identified
by the Protocolldentifier, which contains a URN. For a particular CPE, the AvailableAppList
parameter indicates which proté¢@andlers that CPE is capable of supporting, if any. A list of
standard protocol handlers and their associated URNSs is specifiedtionA.3, though a CPE
can also support vendgpecific protocol handlemss well. Multiple App table entries can refer
to the same Protocolldentifier.

The role of the protocol handler is to identify and classify flows based on application awareness.
For example, a SIP protocol handler might identify acatitrol flow, an adio flow, and a

video flow. The App and Flow tables are used to specify the classification outcome associated
with each such flow.

For each App table entry there can be one or more associated Flow table entries. Each flow table
entry identifies a typef flow associated with the protocol handler. The Type parameter is used

to identify the specific type of flow associated with each entry. For example, a Flow table entry
for a SIP protocol handler might refer only to the audio flows associated witprttatol

handler. A list of standard flow type values is giveséctionA.3, though a CPE can also

support vendoespecific flow types.

A protocol handler can be defined as being fed from the output okaiftiation table entry.

That is, a Classification entry can be used to single out control traffic to be passed to the protocol
handler, which then subsequently identifies associated flows. Doing so allows more than one
instance of a protocol handler asgmted with distinct traffic. For example, one could define two
App table entries associated with SIP protocol handlers. If the classifier distinguished control
traffic to feed into each handler based on the destination IP address of the SIP serveu)dhi

be used to separately classify traffic for different SIP service providers. In this case, each
instance of the protocol handler would identify only those flows associated with a given service.
Note that the Classification table entry that feesisceh pr ot oc o | handl er woul
of the flows; only the traffic needed by the protocol handler to determine thedfloxpgally

only the control traffic.
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A.1.1.3 Classification Outcome

Each Classification entry specifies a tuple composed of either:
o A TrafficClass and (optionally) a Policer, or

e An App table entry

Each entry also specifies:
e Outgoing DiffServ and Ethernet priority marking behavior

e A ForwardingPolicy tag that can be referenced in the Routing table to affect packet
routing (note that the FoavdingPolicy tag affects only routed traffic)

Note that the information associated with the classification outcome is modeled as being carried
along with each packet as it flows through the system.

If a packet does not match any Classification table etiteyDefaultTrafficClass,
DefaultPolicer, default markings, and default ForwardingPolicy are used.

If a TrafficClass/Policer tuple is specified, classification is complete. If, however, an App is
specified, the packet is passed to the protocol hangeifeed by the Protocolldentifier in the
specified App table entry for additional classification (SeetionA.1.1.2). If any of the

identified flows match the Type specified in any Flow table entry correfspgpto the given

App table entry (this correspondence is indicated by the App identifier), the specified tuple and
markings for that Flow table entry is used for packets in that flow. Other flows associated with
the application, but not explicitly idefigd, use the default tuple and markings specified for

that App table entry.

A.1.2 Policing

The Policer table defines the policing parameters for ingress packets identified by either a
Classification table entry (or the default classification) or a dynamicitlewtified by a protocol
handler identified in the App table.

Each Policer table entry specifies the packet handling characteristics, including the rate
requirements and behavior when these requirements are exceeded.

A.1.3 Queuing and Scheduling

The Queue tablspecifies the number and types of queues, queue parameters, shaping behavior,
and scheduling algorithm to use. Each Queue table entry specifies the TrafficClasses with which
it is associated, and a set of egress interfaces for which a queue with dspanding

characteristics needs to exist.

NOTET If the CPE can determine that among the interfaces specified for a queue to exist, packets
classified into that queue cannot egress to a subset of those interfaces (from knowledge of the current
routing andoridging configuration), the CPE can choose not to instantiate the queue on those interfaces.

NOTET Packets classified into a queue that exit through an interface for which the queue is not specified
to exist, will instead use the default queuing behavidne default queue itself will exist on all egress
interfaces.
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The model defined here is not intended to restrict where the queuing is implemented in an actual
implementation. In particular, it is up to the particular implementation to determine tat wha
protocol layer it is most appropriate to implement the queuing behavior (IP layer, Ethernet MAC
layer, ATM layer, etc.). In some cases, however, the QoS configuration would restrict the choice
of layer where queueing can be implemented. For exampleuéue is specified to carry

traffic that is bridged, then it could not be implemented as dayl& queue.

NOTET care needs to be taken to avoid having multiple priority queues multiplexed onto a single
connection that is rate shaped. In such cakegossibility exists that high priority traffic can be held

back due to rate limits of the overall connection exceeded by lower priority traffic. Where possible, each
priority queue will be shaped independently using the shaping parameters in theaQai&laping table.

The scheduling parameters defined in the Queue table apply to the first level of what might be a
more general scheduling hierarchy. This specification does not specify the rules that an
implementation needs to apply to determine thatrappropriate scheduling hierarchy given the
scheduling parameters defined in the Queue table.

As an example, take a situation where the output of four distinct queues is to be multiplexed into
a single connection, and two entries share one set of dofgedarameters while the other two
entries share a different set of scheduling parameters. In this case, it might be appropriate to
implement this as a scheduling hierarchy with the first two queues multiplexed with a scheduler
defined by the first paimnd the second two queues being multiplexed with a scheduler defined
by the second pair. The lower layers of this scheduling hierarchy cannot be directly determined
from the content of the Queue table.

A.1.4 Bridging

NOTET from the point of view of a bridg@ackets arriving into the bridge from the local router (either
upstream or downstregrare treated as ingress packets, even though the same packets, which just left the
router, are treated as egress from the point of view of the router. For exampier, @Bl entry might

admit packets on ingress to the bridge from a particular IP interface, which means that it admits packets
on their way out of the router over this layer 3 aegtion.

For each interface, the output of the classifier is modelecetbdeset of 802.1[8] or 802.1Q

[9] layer 2 bridges as specified by the Bridging object. Each bridge specifies layer 2
connectivity between one or more layed@vrstreamand/orupstreamnterfaces, and optionally
one or more layer 3 connections to the local router.

Each bridge corresponds to a single entry in the Bridge table of the Bridging object. The Bridge
table contains the following stthbles:
e Port table: models the Bridge ports, which are either management ports (modeling layer
3 connections to the local router) or Amanagement ports (modeling connections to
layer 2 interfaces). Bridge ports are stackable interface objects (see 8e®tion

¢ VLAN table: models the Bridge VLANSs (relevant only to 802.1Q bridges).

e VLANPort table : for each VLAN, defines the ports that comprise its member set
(relevant only to 802.1Q bridges).
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A.1.4.1 Filtering

Traffic from a given interfag (or set of interfaces) can be selectively admitted to a given Bridge,
rather than bridging all traffic from that interface. Each entry in the Filter table includes a series
of classification criteria. Each classification criterion can be set to displealue, or can be

set to a value that indicates that criterion is not to be used. A packet is admitted to the Bridge
only if the packet matchesl of the specified criteria. That is, a logical AND operation is

applied across all classification crigewithin a given Filter table entry.

NOTE!T to apply a logical OR to sets of classification criteria, multiple entries in the Filter table can be
created that refer to the same interfaces and the same Bridge table entry.

NOTET a consequence of the abawde is that, if a packet does not match the criteria of any of the
enabled Filter table entries, then it will not be admitted to any bridges, i.e. it will be dropped. As a
specific example of this, if none of the enabled Filter table entries refergnaenainterface, then all
packets arriving on that interface will be dropped.

For each classification criterion, the Filter
This flag can be used to invert the sense of the associated classificagioorcr That is, if this

flag isfalsefor a given criterion, the Bridge will admit only packets that meet the specified

criterion (as well as all other criteria). If this flaginge for a given criterion, the Bridge will

admit all packets except thmghat meet the associated criterion (in addition to meeting all other
criteria).

Note that because the classification criteria are based on layer 2 packet information, if the
selected port for a given Filter table entry is a layer 3 connection froradakrbuter, the layer
2 classification criteria do not apply.

A.1.4.2 Filter Order

Any packet that matches the filter criteria of one or more filters is admitted to the Bridge
associated with the first entry in the Filter table (relative to the specified Order).

The following rules apply to the use and setting of the Order parameter:
- The Order goes in order from 1 to n, where n is equal to the number of filters. 1 is the highest
precedence, and n the lowest.

The CPE is responsible for ensuring that all Orderesalmong filters are unique and
sequential.

o If afilter is added (number of filters becomes n+1), and the value specified for Order
is greater than n+1, then the CPE will set Order to n+1.

o If afilter is added (number of entries becomes n+1, and the spafied for Order
is less than n+1, then the CPE will create the entry with that specified value, and
increment the Order value of all existing filters with Order equal to or greater than the
specified value.

o |If afilter is deleted, the CPE will decremiéhe Order value of all remaining filters
with Order greater than the value of the deleted entry.

May 2012 © The Broadband Forurll rights reserved 380f 96



Device Data Model for TR69 TR-1811ssue2 Amendment 5

o Ifthe Order value of a filter is changed, then the value will also be changed for other
filters greater than or equal to the lower of the old and new vadnesless than the
larger of the old and new values. If the new value is less than the old, then these other
entries will all have Order incremented. If the new value is greater than the old, then
the other entries will have Order decremented and thegedaantry will be given a
value of <new valuex. For example, an entry is changed from 8 to 5. The existing 5
goesto 6, 6to 7, and 7 to 8. If the entry goes from 5 to 8, then 6 goesto 5, 7 to 6, and
the changed entry is 7. This is consistent with #tealwior that would occur if the
change were considered to be an Add of a new filter with the new value, followed by
a Delete of the filter with the old value.

A.2 Default Layer 2/3 QoS Mapping

Table3pr esentkt a Mmappanmg bet ween | ayer 2 and | ay
guideline for automatic marking of DSCP (layer 3) based upon Ethernet Priority (layer 2) and the
ot her way around. Pl ease refer to the QoS CI

EthernetPriatyMark parameters (and related parameters) for configuration of a default
automatic DSCP / Ethernet Priority mapping.

Automatic marking of DSCP or Ethernet Priority is likely only in the following cases:
e WAN A LAN: to map DSCP (layer 3) to Ethernet Ritig (layer 2)

e LAN A WAN: to map Ethernet Priority (layer 2) to DSCP (layer 3)

Automatic marking in the LANy LAN case is unlikely, since LAN QoS is likely to be
supported only at layer 2, and LAN DSCP values, if used, will probably be a direct
representadn of Ethernet Priority, e.g. Ethernet Priority shifted left by three bits.

In the table, grayed and bolded items are added to allovwwtayomapping between layer 2 and
layer 3 QoS (where the mapping is ambiguous, the grayed values SHOULD be ignatfesl and
bolded values SHOULD be used). If, when mapping from layer 3 to layer 2 QoS, the DSCP
value is not present in the table, the mapping SHOULD be based only on the first three bits of
the DSCP value, i.e. on DSCP & 111000.

Table 31 Default Layer 2/3 QoS Mapping

Layer 2 Layer 3
Ethernet Priority Designation DSCP Per Hop Behavior

001 (1) BK

010 (2) spare
000000 (0x00) Default

000 (0) BE 000000 (0x00) Cso
001110 (0x0e) AF13
001100 (0x0c) AF12

011(3) EE 001010 (0x0a) AF11
001000 (0x08) Cs1
010110 (0x16) AF23
010100 (0x14) AF22

100 (4) cL 010010 (0x12) AF21
010000 (0x10) Cs2
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011110 (Oxle) AF33
011100 (Ox1c) AF32
101 (5) A 011010 (0x1a) AF31
011000 (0x18) cs3
100110 (0x26) AF43
100100 (0x24) AF42
100010 (0x22) AF41
100000 (0x20) cs4
101110 (0x2e) EF
110 (6) VO 101000 (0x28) CS5
110000 (0x30) cs6
111(7) NC 111000 (0x38) Cs7

A.3 URN Definitions for App and Flow Tables

A.3.1 App Protocolldentifier

Table4l i st s the URNs defined for the QoS App tab
standard or vendespecific URNs can be defined following the standard syntax for forming
URNSs.

Table 471 Protocolldentifer URNs

URN Description

urn:dslforum-org:sip Session Initiation Protocol (SIP) as defined by RFC 3261 [12]
urn:dslforum-org:h.323 ITU-T Recommendation H.323

urn:dslforum-org:h.248 ITU-T Recommendation H.248 (MEGACO)

urn:dslforum-org:mgcp Media Gateway Control Protocol (MGCP) as defined by RFC 3435 [13]
urn:dslforum-org:pppoe Bridged sessions of PPPoE

A.3.2 Flow Type

A syntax for forming URNs for the QoS Flow t a
De<ription Protocol (SDP) as defined by RFC 4%68]. Additional standard or vendor
specific URNs can be defined following the standard syntax for forming URNS.

A URN to specify an SDP flow is formed as follaws
urn:dslforum  -org:sdp -[MediaType] - [Transport]

[ Medi aTy
[ Transpo
Non-alpharu me

] corresdgadamrdd tod tthhe Mimddifdelsdulmf an SDP ses
] corr es pfoinalsd t of tthtee i m@a nfsipeird 6o fs udbn SDP se
c characters in either field are removed (e.

pe
t
ri

For example, the following would be valid URNs referring to SDP flows:

urn:dslforum - org:sdp - audio - rtpavp
urn:dslforum - org:sdp -video - rtpavp
urn:dslforum - org:sdp -data - udp

For flow type URNSs following this convention, there is no defined use for TypeParameters,
which SHOULD be left empty.
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For the Protocolldentifier urn:dslforunrg:pppoe, a single flow type is defined referring to the

entire PPPOE session. The URL for thasafltype is:
urn:dslforum - org:pppoe

A.3.3 Flow TypeParameters
For the flow type urn:dslforurorg:pppoe;Table5 specifies the defined TypeParameter values.

Table 51 Flow TypeParameters values foflow type urn:dslforum -org:pppoe
Name Description of Value

ServiceName The PPPOE service name.

If specified, only bridged PPPOE sessions designated for the named service
would be considered part of this flow.

If this parameter is not specified, or is empty, bridged PPPoE associated with
any service considered part of this flow.

ACName The PPPOE access concentrator name.

If specified, only bridged PPPOE sessions designated for the named access
concentrator would be considered part of this flow.

If this parameter is not specified, or is empty, bridged PPPoE associated with
any access concentrator considered part of this flow.

PPPDomain The domain part of the PPP username.

If specified, only bridged PPPOE sessions in which the domain portion of the
PPP username matches this value are considered part of this flow.

If this parameter is not specified, or is empty, all bridged PPPOE sessions are
considered part of this flow.
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Annex B: Tunneling

Consider a device that provides a tunnel endpdame packets will nedd be ertunneled and
then will leave the device in the tunnel. Otpeckets will arrive at the device in the tunnel and
will need to be ddéunneled. This is illustrated frigurell, in whichgreenindicates application
traffic and red indicates a tunnel (carryigigeenapplication traffic).

Decision whether to Decision whether to de-tunnel
en-tunnel upstream packet (tunneled) downstream packet

=5 incapsuianon WAN

|

Decision on egress interface
for outgoing packet

LAN IP interface WAN I[P Interface

LAN

Figure 117 Tunneling Overview

The Figure highlights two decisions:
¢ Whether or not t@ntunnel an upstream packet, ortd@nel a downstream packet.
¢ To which egess interface to send an outgoing packet.

This second decision is just a norrf@warding decision By introducing notionalunneland
TunneledP interface, the Device:2 data model is able to present the first decision as also being
aforwarding deci®n. This imposes no restrictions on the device implementation; it is just how
theentunnel / detunnel decision is modeled.

¢ A TunnellP interface is airtual interface that is:
o The tunnel entry point for netunneled traffic that is to bentunneled.
0 The tunnel exit point for tunneled traffic that is to betdeneled.

¢ A TunneledP interface is always paired withTainnelinterface It exists only so it can
be referenced in forwarding and filter rules:
o Traffic that has just been tunneled will predefrom theTunnelinterface to the
corresponding unnelednterface.
o Traffic that is about to be einneled will proceed from thEunnelednterface to
the correspondingunnelinterface.
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o Traffic arriving on aTunnelor Tunnelednterface is classifiednarked, policed, bridged,
routed and queued in the same way as traffic arriving on any other interface.

Therefore, the decision Entunnela packet is &orwarding decisiorio send a packet to a
Tunnelinterface and the decision to gennel a packes a forwarding decision to send a packet
to aTunnelednterface Figurel2extendsFigurell by labeling theTunnel/ Tunneled

interfaces, thereby showing where these tWwowarding decisios are made.

(Tunnel, Tunneled) IP interface pair

Decision whether to Decision whether to de-tunnel
en-tunnel upstream packet (tunneled) downstream packet
(IPvxForwarding) (IPvxForwarding)

incapsuianon

_—
-

LAN

|

Decision on egress interface
for outgoing packet
LAN IP interface  (IPvxForwarding) WAN IP Interface

Figure 1271 Tunneling Overview (ShowingForwarding Decisions)

It is important to understand that the tunnel is modeled byTilmeng|Tunneledl interface pair,

and not solely (despite its name) by Thennelinterface. On mandevices, this pair will
correspond to a single IP interface at the OS level. The reason for the distinction at the data
model level is to allow tunneled and ramneled traffic to be distinguishéa forwarding and

filter rules

Figure13 andFigure14 showupstreamand dowstreamexample of howthe (Tunne|Tunneledl
interfaces areused to describe the traffic path throubbdevice for both untunneled and
tunneled packets.
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Tunnel Encapsulation / Encryption

T >
= = = =

uojjesyisse|
Jajno

Layer2Bridging

Figure 137 Sample Flow of Upstream Tunneled Traffic throughthe Device

Tunnel De-encapsulation / Decryption

Tunneled..4

A
e

$
[emmt K K et K AT pie K K K EmHing |

19jnoy

uopedyisse|n

Layer2Bridging

Figure 147 Sample Flow of Downstream Tunneled Traffic throughthe Device

The (Tunne|Tunneledi mechanism is used wherever a tunnel is modeled witkib#vice:2
data model. There are currently three such cases, each with a table that models its configured

tunnels:
o |Pv6rd AppendixVI:) Device.IPvérd.InterfaceSettirtgble.
e DS-Lite (Appendix VII:) Device.DSLite.InterfaceSettitgble.
¢ |Psec Appendix 1X) Device.lPsec.Tunn¢hble.
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Appendix I:  Example RG Queuing Architecture (from TR -
059)

The queuing and scheduling discipline envisioned upstream for the RG is shéigaril5.

There are multiple access sessions supported in this model, however, all traffic is classified and
scheduled in a monolithic system. So, while it might appear at first that the Diffserv queuing and
scheduling migt apply only to IPaware accessin fact all access, IP, Ethernet, or PPP is
managed by the same system that adheres to the Diffserv model.

For example, at the bottom of the figure, BE treatment is given to théPraware access
sessions (PPPoE staitbehind the RG or delivered to an L2TP tunnel delivery model). This
gueue might be repeated several times in order to support fairness among multiple PPPoE
accesses or it can be a monolithic queue with separate rate limiters applied to the various
access sessions.

The PTA access is a single block of queues. This is done because NSP access typically works
with a single default route to the NSP, and managing more than one simultaneously at the RG
woul d be perilous. The rallaccass &affi¢ for asetvieerprovideru | d

Rate limiters are also shown within the EF and AF service classes because the definition of those
Diffserv types is based on treating the traffic differently when it falls into various rates.

Finally, at thetop of the diagram is the ASP access block of queues. In phase 1A, these queues
are provisioned and provide aggregate treatment of traffic mapped to them. In phase 1B, it will
become possible to assign AF queues to applications to give them spedifietteiastead of
aggregate treatment. The EF service class can also require a high degree of coordination among
the applications that make use of it so that its maximum value is not exceeded.

Notable in this architecture is that all the outputs of theAH; and BE queues are sent to a
scheduler $) that pulls traffic from them in a strict priority fashion. In this configuration EF
traffic is, obviously, given highest precedence and BE is given the lowest. The AF service
classes fall irbetween.

Notethat there is significant interest in being able to provide a service arrangement that would
allow general Internet access to have priority over other (bulk rate) setv@&ash an

arrangement would be accomplished by assigning the bulk rate sergiseéccBE and by

assigning the default service class (Internet access) as AF with little or no committed information
rate.

Given this arrangement, the precedence of traffic shown in the figure is arranged as:
1. EFi red dotted line

®This fAbul k rateo sybeuwséddoebackdraursdsiownlaadslarmt pdteptially orapbeeer
applications as an alternative to blocking them entirely.
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2. AF 1 blue dashed line (witvarious precedence among AF classes as described in RFC
2597[10])

3. BET black solid line

as per RFC 2598
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as per RFC 2597
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Figure 157 Queuing and Scheduling Example for RG

In Figure15 the following abbreviations apply:
ASP1 Application Service Provider
PTAT PPP Terminated Aggregation
PPPi Pointto-Point Protocol
EF1 Expedited Forwarding as defined in RFC 32461]
AF T Assured Forwarding as defined in RFC 25910]
BE 1 Best Effort forwarding
RL 7 Rate Limiter
x R I Summing Rate Limiter (limits multiple flows)
ST Scheduler
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Appendix Il:  Use ofBridging Objects for VLAN Tagging

In the case of an Ethernagpstreaninterface or a VDSL2ipstreaninterface based on PTM

EFM, 802.1Q Tagging can be used to tag egress traffic. This choice enables\a ./lti
architecture in order to deploy a meggrvice configuration (high speed Internet, VolP, Video
Phone, IPTV, etc.), wére one VLAN or a group of VLANSs are associated with each service. If
802.1Q tagging on thapstreamnterface is used, it is necessary to have a way to associate
incomingupstrean802.1Q tagged or untagged traffic or internally generated traffic (PPPoE,
IPOE connections) to the egress (and-wieesa). The solution is to apply coherent bridging
rules.

Regarding different traffic bridging rules, the possible cases are characterized as follows:
e Tagged LAN to tagged WAN traffic (pure VLAN bridging), with YN ID translation
as a special case
e Untagged LAN to tagged WAN traffic
e Internally generated to tagged WAN traffic

To better understand the different cases, reféigare16 and to the following examples.

WAN LAN
VLANID =x | g \BN#10 vianD=x i VOIP i
PR S Bndge # 1, ..................... S eeertfem i anmnrarnrr e > :
---------------------- H]Oﬂe
U I e e Bh #2\\‘ """"""""""""
VLANID = 7 \ VLANID =y i Video
U S ; Brldge # 2 ..................... T A— >
llllllllllllllllllllll H,lone
VLANID = k| gy \Eh#3’l‘, No VLANID
PR S Bndge H# 3, ..................... N » STB
VLANID =] | gmm—————
SP—— 'VLAN Termination # 1
! PPPOE \,‘.

Figure 1617 Examples of VLAN configuration based on Bridging and VLAN Termination
objects
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1.1  Tagged LAN to Tagged WAN Traffic (VLAN Bridging)

Ethernet port 1 (instance Device.Ethernet.Interface.2) might be dedicated to VoIP service,
receiving VLAN ID x tagged traffic from a VolIP phone, and this port would be included in the
same bridge dedicated to VolP service onupstreamnterface (instance
Device.Ethernet.Interface.1), identified with the same VLAN ID x.

To achieve this, an interfad®sed bdge would be created using the Bridging object. A Bridge
table entry would be created with entries for Ethernet port 1 angp8teeanminterface and for
the VLAN ID x associated with VolP.

The Bridging model is depicted igurel7, while the configuration rules for this situation are
summarized imable6.

WAN LAN 1
Figure 1771 Bridge 1 model

Table 61 Tagged LAN to tagged WAN onfiguration
Description Bridgi ng TR-069 Configuration
[Define VLANX]

Bridge between WAN and LA Device.Bridging.Bridge.1.VLAN.1 =
interfaces with VLANID= Name VLANX

VLANID X
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[Define Ingress Port3 i Create an entry for thepstreamanddownstream
port]:

Device.Bridgirg. Bridge.1.Port.2 -

PVID X
Name Port2
AcceptableFrameTypes AdmitOnlyVLANTagged

Device.Bridging. Bridge.1.Port.3 -

PVID X
Name Port3
AcceptableFrameTypes AdmitOnlyVLANTagged

[Associate Egress Por2to VLANX - Create an entry for thepstrearmand
downstreanport]

Device.Bridging.Bridge.1.VLANPort.1 -

VLAN VLANX
Port Port2
Untagged false

Device.Bridging.Bridge.1.VLANPort.2 -

VLAN VLANX
Port Port3
Untagged false

1.2 Tagged LAN to Tagged WAN Traffic (Special Case with VLAN ID
Translation)

Ethernet port 2 (instance Device.Ethernet.Interface.3) might be dedicated to Video Phone
service, receiving VLAN ID y tagged traffic from a Video phone, and this port would be
included in the same bridge dedicated to Video Phone service apdtrean interface (instance
Device.Ethernet.Interface.l), identified by a different VLAN ID (VLAN ID z). In this case a
VLAN translation needs to be performed.

To achieve this, a bridge would be created using the Bridging object. A Bridge table entry would
becreated along with two associated Filter object entries for {Ethernet port 2/VLAN ID z} and
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{upstreamnterface/VLAN ID y}. The Filter identifies the ingress interfa@ed causethe
ingress frameto bebridged to the egress VLAN, permitting VLAND trandation.

The Bridging model is depicted kigure18, while the configuration rules for this situation are

summarized imable?.

WAN

Figure 1871 Bridge 2 model

LAN 2

Table 71 Tagged LAN to tagged WAN onfiguration (VLAN ID translation)

Description

Bridging TR-069 Configuration

Tagged LAN 2 to tagged WAN
traffic (and vice versa) (special
case with VLAN ID translation)
upstreanVLAN -ID=z
downstreanVLAN -ID=y

[Define VLANy and VLANZ]

Device.Bridging.Bridge.2.VLAN.1

Name VLANy
VLANID y
Device.Bridging.Bridge.2.VLAN.2

Name VLANz
VLANID z
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[Define Ingress PortR Create an entry fanpstreanport):

Device.Bridging.Bridge.2.Port.2

PVID z
Name Port2
AcceptableFrameTypes AdmitOnlyVLANTagged

[Define Ingress PortB Create an entry for thelownstreanport]:

Device.Bridging.Bridge.2.Port.3

PVID y
Name Port3
AcceptableFrameTypes AdmitOnlyVLANTagged

[Associate Egress Port2 to VLANZreate a entry forupstreanport]
Device.Bridging.Bridge.2.VLANPort.1 -

VLAN VLANz
Port Port2
Untagged false

[Associate Egress Port3 to VLANyCreate an entry for eaclownstream
ort]

Device.Bridging.Bridge.2.VLANPort.2 -

VLAN VLANy
Port Port3
Untagge false

[Define filter onupstreamingress from Port 2 is associated with VLANy]

Device.Bridging.Filter.1. -
Bridge VLANy

Interface Port2

[Define filter ondownstreamingress from Port 3 is associated with VLAN

Device.Bridging.Filter.2. -
Bridge VLANz

Interface Port3
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1.3 Untagged LAN to Tagged WAN Traffic

Ethernet port 3 (instance Device.Ethernet.Interface.4) might be dedicated to IPTV service,
receiving untagged traffic from a STB, and this port would be included in the same bridge
dediated to IPTV service on thepstreamnterface (instance Device.Ethernet.Interface.l),
identified with the VLAN ID k.

To achieve this, an interfadgsed bridge would be created using the Bridging object. A Bridge
table entry would be created, assoc@iimthe same bridge untagged frames on Ethernet port 3
with tagged frames on thestreaminterface.

The Bridging model is depicted igurel19, while the configuration rules for this situation are
summarized iMable8.

WAN LAN 3
Figure 197 Bridge 3 model

Table 81 Untagged LAN to tagged WAN onfiguration

Description Bridging TR-069 Configuration
[Define VLANK]
Device.Bridging.Bridge.3.VLAN.1
Untagged LAN 3 to tagged WAN| Name VLANK
(VLAN -1D=k) traffic
VLANID k
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[Define Ingress PortP Create an entry fanpstreanport]:

Device.Bridging.Bridge.3.Port.2

PVID k

Name Port2
AcceptableFrameTypes AdmitOnlyVLANTagged

[Define Ingress PortB Create arentry for thedownstreanport]:

Device.Bridging.Bridge.3.Port.3

Name

Port3

AcceptableFrameTypes

AdmitAll

[Associate Egress Port2 to VLANKCreate an entry fanpstreanport]

Device.Bridging.Bridge.3.VLANPort.1 -

VLAN VLANK

Port Port2

Untagge false

[Associate Egress Port3 to VLANICreate an entry for eactownstream
port]

Device.Bridging.Bridge.3.VLANPort.2 -

VLAN VLANk

Port Port3

Untagged true

1.4 Internally Generated to Tagged WAN Traffic

A CPE PPPoE internal session (instancei@e®?PP.Interface.1) might be dedicated to
Management service and this logical interface weuldapsulatiele-encapsulatéts outgoing or
incoming traffic in the VLAN ID j,dedicated to Management service.

To achieve thisinstead of using aridging obgct, a VLAN Termination interface would be
created (Device.Ethernet.VLANTermination.1). The Bridging model is depicteidime 20,
while the configuration rules for this situation are summarizédalie9.
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device

WAN
Figure 207 VLAN Termination model

Table 91 Internally generated to tagged WAN onfiguration
Description VLAN Termination TR -069 Configuration
[DefineVLAN Terminationon top of Ethernet Link]

Device.Ethernet.VLANTermination.1

VLANID j
LowerLayers Ethernet.Link.1

1.5 Other Issues

The previous rules can be applied to allow al

are modified, the Bridging configuration might need to be frediaccordingly.

It can be interesting to detail the configuration of three special cases:
¢ More than one&lownstreamnterface in a bridge

e 802.1D (re)marking
¢ More than one VLAN ID tag for the sardewnstreamnterface

May 2012 © The Broadband Forurll rights reserved 54 of 96



Device Data Model for TR69 TR-181Issue2 Amendment 5

I1.5.1 More than oneDownstreamInterface in a Bridge

Referring to the example Bectionll.1, Tagged LAN to tagged WAN traffic (VLAN bridging),
consider adding other Ethernet interfaces (e.g. Ethernet ports 3 and 4 = instance Device.
Ethernet.Interface.3/4) the Video Phone service. Thehavioris the same as for the existing
Ethernet port 2 (instance Device.Ethernet.Interface.2).

To achieve this, new entries need to be added for interfacg &t Eth4. The Bridging model
is depicted irFigure21, while the configuration rules for this situation are summarizadbie
6 andTable10.

WAN LAN 1 LAN 2 LAN 3
Figure 217 Bridge 1 model
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Table 107 Configuration to be added toTable 6
Description Bridging TR-069 Configuration
[Define Ingress Portd i Create an entry for the othéownstreanports]:

Device.Bridging. Bridge.1.Port.4 -

PVID X
Name Port4
AcceptableFrameTypes AdmitOnlyVLANTagged

Device.Bridging. Bridge.1.Port.5 -

PVID X
Name Port5
Bridge between WAN and LAN AcceptableFramTypes AdmitOnlyVLANTagged

2/LAN 3 interfaces with
VLANID= x

[Associate Egress Porfito VLANX - Create an entry for thdownstream

(Configuration to be added to
ports]

Table6)

Device.Bridging.Bridge.1.VLANPort.3 -

VLAN VLANX
Port Port4
Untagged false

Device.Bridging.Bridge.1.VLANPort.4 -

VLAN VLANX
Port Port5
Untagged false

[1.5.2 802.1D (Reymarking

The 802.1Q Tag includes the 802.1D user priority bits field. All the previous cases can also be
extended to mark (or tark) this 802.1D field. To achieve this, there are different
configuration options, one ofém is to use the DefaultUserPriority or PriorityRegeneration
fields in the Bridge Porbbject. For untagged frames, more complex rules can be defined
referring to the QoS Classification, using the PriorityTagging value. The Bridging configuration
rules formarking egress traffic on thgstreanminterface are summarized Trable11. Compare

it with Table6.
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Table 117 802.1D (re)marking
Description Bridging TR-069 Configuration
[Mark the ingress frames with Default user Priority, in this €se

Device.Bridging. Bridge.1. Port.2.

DefaultUserPriority 0

[Remark each ingress priority value (0,1,2,3,4,5,6,7) with the priority
regeneation string, in this cag®,0,0,0,4,4,4,4)

Device.Bridging. Bridge.1. Port.2.
PriorityRegeneration 0,0,0,0,4,4,4,4

802.1D (re)marking
Remark all WAN egress traffic | [In case of ingress untagged frames, for more complex classification, Qg
object are referred. In this case remark With

DeviceBridging. Bridge.1. Port.2.

PriorityTagging true

Device.QoS. Classification. {i}.
EthernetPriorityMark 0

[1.5.3 More than one VLAN ID Tag Admitted on the SameDownstreamInterface

Another scenario that can be further detailed is the case of morent@af_AN ID tag admitted
on the saméownstreaninterface. A practical example would be a 2 box scenario, with a User
Device generating traffic segregated in multiple VLANSs (e.g. a router offering services to the
customer), and Residential Gatewaprouding upstreantonnectivity to the Access Network,
with the connection between the two pieces of equipment using an Ethernet interface.

In this case, we assume the User Device is able to tag the different traffic flows, segregating the
different service¢ Voi ce, Vi deo, ¢€) i Residentia Gdteivayeedsnan VL ANs
the samalownstreaninterface, to be able to receive different VLAN ID and correctly forward or
translate to thepstreaminterface (and vice versa). To achieve this, appropriatiyBig objects

need to be configured.
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Figure 221 Example of VLAN configuration in a 2 box scenario

Referring toFigure22 as an example, assume t

he case of three VLANs (VLAN ID=x,y,2)

offered by a UseDevice to theResidential Gatewagn the sameownstreamnterface (Eth#1).

TheResidential Gatewalridges two of them (V

LAN ID=x,y) and translates the other one

(VLAN ID=2) to the upstreamnterface (VLAN ID=Kk).

On theResidential Gatewayhis canbe achieved using a combination of the Bridging objects
detailed in the preceding sections, with 3 bridge entries and their related entries. Refereo
23 for the Bridging model andrable12 for theglobal configuration.

Bridging.Bridge.1.Port.1

[ManagementPort=true]

Bridging.Bridge.1
.Port.2
[ManagementPort=false]

WAN

Bridging.Bridge.1
.Port.3
[ManagementPort=false]

LAN 1

Figure 2371 Bridge 1,2,3model

May 2012 © The Broadband Forurll

58 of 96

rights reserved



Device Data Model for TR69 TR-1811ssue2 Amendment 5

Table 127 More than one VLAN ID tag admitted on the sameDownstreaminterface
Description Bridging TR-069 Configuration
The configuration is the sum of Sectidh& andll.2, but on thedownstream
side the lower layer to be configured for led&ridge Port is always:
Ethernet.Interface.2

Device.Bridging. Bridge.1. Port.3.

LowerLayers Ethernet.Interface.2

More than one VLAN ID tag
admitted on the santdwnstream
interface

Device.Bridging. Bridge.2. Port.3.

LowerLayers Ethernet.Interface.2

Device.Bridging. Bridge.3. Port.3.

LowerLayers Ethernet.Interfae.2
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Appendix Ill:  Wi-Fi Theory of Operation

This section discusses the theory of operations for various technologies found within the
Device:2 data model.

1.1  Multi -radio and Multi -band Wi-Fi Radio Devices

The Wi Fi.Radio object desc802.14 wielessradioogad A Thi s
device. If the device can establish more than one connection simultaneously (e.g. a dual radio
device), a separate WiFi.Radio instamikbe used for each physical r.

The following sections clarify when migle WiFi.Radio instances are needed, and the impact
on their underlying parameters in the case of rmaftio and/or multband devices.

1.2  Definitions

Each physical radio allows the transmission and reception of data on a singieNsnnel at a
given time. A singleradio device is able to transmit/receive a packet at a given time only on one
Wi-Fi channel. Similarly, a duabdio device is able to simultaneously transmit/receive data on
two Wi-Fi channels. In general, a device with N radios is ablental®neously transmit/receive
data on N WAFi channels.

An important point is that Wiri can operate at two different frequency bands, 2.4 GHz and 5
GHz, as follows:
e Wi-Fitechnologies based on IEEE 802.11b/g standard operate on the 2.4 GHz frequency
band
¢ Wi-Fitechnologies based on IEEE 802.11a standard operate on the 5 GHz frequency
band.
¢ Wi-Fitechnologies based on IEEE 802.11n standard operate on both the 2.4 and 5 GHz
frequency bands.

Radios that operate at a single frequency band (e.g. 2.4 GH8@hlylb/g devices) are called
singleband radios. Radios that can operate at both 2.4 and 5 GHz frequency bands (e.g.
802.11a/b/g devices) are called dbahd radios.

A dualtband device can be a singkedio device if it can be configured to operat@.dtor 5 GHz
frequency bands. However, only a single frequency band is used to transmit/receive at a given
time. In such a case the device has a single physical radio that-lsashail

Also, a dualradio singleband device can exist (although uncomméipth radios are single
band.
[1.3  Number of Instances of WiFi.Radio Object

Given the definitions above, a separate WiFi.Radio instance will be used for each physical radio
of the device, i.e. one instance for a singldio device, two instances for duallio devices, and
so on. A single WiFi.Radio instance will therefore be used for althrad singleradio device.
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Each WiFi.Radio instance is configured separately and is, in general, completely independent of
other instances.

1.4  SupportedFrequencyBands and OpeatingFrequencyBand

The frequency band used by a WiFi device is an important parameter. With first generations of
WiFi technologies, the specific frequency band was linked to the IEEE standard in use (i.e.
802.11b/g are 2.4 GHz standards, while 802.15885i$5Hz standard). With the introduction of

the IEEE 802.11n standard, which can work both at 2.4 and 5 GHz, two specific parameters are
used to indicate the supported frequency bands and the operating frequency band.

SupportedFrequencyBands is a-listued parameter, containing one item for sidggand radios
(either 2.4GHz or 5GHz) and two items for dbahd radios (both 2.4GHz and 5GHz).

The OperatingFrequencyBand parameter specifies which frequency band is currently being used
by a dualband radiq(i.e. set to one of the two items listed in the SupportedFrequencyBands
parameter). For singleand radios, OperatingFrequencyBand always has the same value as
SupportedFrequencyBands (since only one frequency band is supported).

1.5 Behavior of Duatband Radioswhen OperatingFrequencybandChanged

When the configured operating frequency band of a-baatl radio is changed (i.e. the value of
the OperatingFrequencyBand parameter is modified), this has an impact on other parameters
within the WiFi.Radio object.

The Channel parameter has to be changed, since channels for the 2.4 GHz frequency band are in
the range 414, while channels for the 5 GHz frequency band are in the ranj@33¢at least in

the USA and Europe). The expected behavior is that, upon muglifiye

OperatingFrequencyBand parameter, the device automatically selects a new channel that is valid
for the new frequency band (according to some vesgecific selection procedure).

Persistence of the Channel parameter value for the previous frecasmtys not required. For
example, if OperatingFrequencyBand is later changed baa®ltty, a new valid value for the

Channel parameter is automatically selected by the device, but this value need not be the same as
was selected the last time OperatingfaencyBand was set &EGHz

Other parameters whose values can be impacted when the OperatingFrequencyBand changes,
include: ExtensionChannel, PossibleChannels, SupportedStandards, OperatingStandards,
IEEE80211hSupported, and IEEE80211hEnabled. If theeouwalue is no longer valid, the

device will automatically select a valid new value according to some vepeaific procedure,

and the old value need not persist.

1.6 SupportedStandards and OperatingStandards

The SupportedStandards parameter is a listl6ERE 802.11 physical layer modes supported
by the devices. Wi is in general backward compatible, so 802.11g devices are also 802.11b
devices, 802.11n devices are also 802.11b/g devices (if operating at 2.4 GHz), and 802.11n
devices are also 802.11avaees (if operating at 5 GHz).
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For dualband radios, the OperatingFrequencyBand parameter is used for switching the operating
frequency band. For this reason SupportedStandards only includes those values corresponding to
operation in the frequency bandlicated by the OperatingFrequencyBand parameter. For

example, for duaband 802.11a/b/g/n devices, SupportedStandards danghewhen
OperatingFrequencyBand 2s4GHzanda, nwhen OperatingFrequencyBanbiGHz

The OperatingStandards parameter sdu® limit operation to a subset of physical modes
supported. For example, a 802.11b/g/n radio will Hawg, nvalue for the SupportedStandards
parameter, but can be configured to operate only with 802.11n by setting the OperatingStandards
parameter ta.
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Appendix IV: Use Cases

This section presents a number of managesradated use cases thairrespond to typical ACS
activities

IV.1 Create a WAN Connection

The ACScancreate the objects in the intece stack bottomip. Each time a new highdayer
object is creatd the link with the underlying interface object netalbe setThe layer 1
interface, in this case@SL.Channelnd DSL.Lineobject, will already exisfACS cannot
create physical interfaces)

1. The ACSuses AddObject to create a new ATM.Link objeatesv Etherret.Link object,
a newPPP.Interface object, and a né¥Interface object.

2. ThelLowerLayers parameter amexistingDSL.Channel object is already linkedda
existingDSL.Line object{ ACS cannot configure thidinkage.

3. The ACS uses SetParam@fealues to configure the new objects includemgbling the
objeds and using the LowerLayepsrameters as follows:

a. Setting the LowerLayers parameter in &EM.Link object to link it to an
existingDSL.Channel objedhat is configured with ATM encapstiian (i.e. the
readonly LinkEncapsulationUsed parameter in the DSL.Channel object is set to
ore of the ATM-related enumeration values)

b. Setting the LowerLayers parameter in Btbernet.Link objecto link it to the
ATM.Link object.

c. Setting the LowerLaysrparameter iPPP.Inteface object to link it to the
Ethernet.Link object.

d. Setting the LowerLayers parameteidfhinteface object to link it to the
PPP.Interface object.

4. The CPE updas thelnterfaceStack table automaticalljhe stack looks like this:
IP.Interface”A PPP.Interfacé, Ethernet.LinkA ATM.Link A DSL.ChannelA
DSL.Line.

5. Note that the AC3$night also want to update otheglated objects, including the NAT
object, theRouting.Router object, or varioudoSandBridging tablesVLANs might
also reed to be created.

IV.2 Modify a WAN Connection

In this use case the ACS needs to modify an existing WAN connection, in order to insert a new
layer in the stack or to change some portion of the interface §taiskis not the management
WAN connectionFor the purposes of this example, the ACS is changing the WAN connection
in use caséV.1 to make use dPTM rather than ATMbased aggregation.
1. The ACS useé&ddObiject to create a new PTM.Link object.
2. The ACS uses SetParameterValuesdnfigure the objestincludingenabling thenew
PTM.Link object andisingthe LowerLayers parametas follows:

a. Setting the LowerLayers parameter in the PTM.Link object to link it to an
existing DSL.Channel objethat is configured with PTM encapsudat (i.e. the
readonly LinkEncapsulationUsed parameter in the DSL.Channel object is set to
one of the PTMelated enumeration values)
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b. Setting the LowerLayers parameter in the Ethernet.Link oljeferto the
PTM.Link object rather than the ATM.Lin&bject.
c. Settingthe LowerLayers parameter in the IP.Interface object to refer to the
Ethernet.Link objectather than the PPP.Interface object
3. The CPE updates the InterfaceStack table automatically. The stack looks like this:
IP.Interface”A Ethernet.LinkA PTM.Link A DSL.ChanneA DSL.Line.
4. Note that the AC®night also want to update other related objects, including the Bridging
table. The ACSnightalso want to delete the existing PPP.Interface and ATM.Link
objects.

IV.3 Delete a WAN Connection
Assume that wevant to delete the WAN connectias it is configuredn use cas¢V.1.

The ACS uses DeleteObject to delete the IP.Interface object.

The ACS uses DeleteObject to delete PiP.Interfacebject.

The ACS uses DeteObject to delete thethernet.Linkobject.

As each of these objects is deleted, the InterfaceStack is adjusted automatically by the
CPE.

Any strong references to the deleted objects, e Qeince.QoXlassification rules, will
automatically be set tempty strings.

RSN S

o

IV.4 Discover whether the Device is a Gateway

Many operators want to determine iiThetrmpart.i
Afgat eway o, however, i's rather vague,; usually
following things:

1. If the device terminates the WAN connection(s).

2. If the device is responsible for providing DHCP addresses to the other devices in the
home.

3. If the device provides functionality such as NAT or routing capabilities.

In order to determine if the device me@nates a WAN connection, the AGSBight look for an
interface object with a technology that is by definition WAN (such as DSL) or for a technology
that could be a WAN termination technology (such as Ethernet or MoCA).

In order to determine if the device liesponsible for providing addresses to other devices in the

home, the ACS could check for the existencehefDHCP Server objectThe existence of the

Host table also indicates that the device is
Theexistence of the ManageableDevice table within the ManagementServer object also indicates
that the device serves as the DHCP server for th€@@Rmanaged device exchange defined in
TR-069[2] Annex G, which is also oftenandn cat i on of fAgatewayo funct

In order to determine if the device provides functionality such as NAT or a router, the ACS
would check for the existence of an enabled NAT or Routing.Router object.
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IV.5 Provide Extended Home Networking Topology View

Another use case is to determine the topology of the home network behind the g&taveay.

generic understanding of the network, the Host table provides information such as the layer 2 and
layer 3 interfaces via which the Host is connected as well as DHGP ileformation for each
connected Host.

If the operator is interested in UPnP devices in the home network, the UPnP.Discovery tables
(RootDevice, Device, and Service) provide that informaitioaddition tothe Host table entries
that correspond to a pgenular UPnP Root Device, Device, or Service. Finally, the
ManageableDevice table provides information about thd®managed devices that the CPE
has learned about through the DHCP message exchange define®@® T2 Annex G.

IV.6 Determine Current Interfaces Configuration

One of the most fundamental ACS tasks is to determine the general picture of the interfaces for a
device so that it can understand which WAN and LAN side connectionslexise
InternetGatewayDevice:1 datnodel, for example, the ACS would use the GetParameterNames
and/or GetParameterValues RPCs to find the available WANDevice, WANConnectionDevice,
and WAN**Connection instances, with hierarchical containment implying interface ldgers.

the Device:2 dataenodel, it would work this way:

1. The ACS would issue a GetParameterValues for the InterfaceStacKTtaisléable
would provide a list of all the Interface connectiohBe ACS could use this table to
build up the general picture of the Interfaces thajpareof the current configuration.

2. Ifthe ACS is interested in the specifics of an individual interface, it can then go and issue
GetParameterNames or GetParameterValues for the interfaces of interest.

IV.7 Createa WLAN Connection

In this use case the ACS ates a neWVLAN connection.For the purposes of illustration, in
this example the ACS will create a new SSID object to link to an existing (@adew SSID
object implies a different SSID value thidmose used bgxisting WiFi connections). The layer 1
interface, in this case a WiFi.Radio object, will already exist (&&&ot create physical
interfaces).

1. The ACS uses AddObiject to create a new WiFi.SSID oljedtWiFi.AccessPoint
object

2. The ACS uses SetParameterValues to configure thaMiBwSSID objet, including
enablingitands et ting the value of the LowerlLayers
WiFi.Radio object.

3. The ACS uses SetParameterValues to add the new WIiFi.SSID object to the ageverL
parameter of an existingpn-managemernBridging.Bridge{i}. Port objectas
appropriateNote: a norrmanagemenridge portis indicated whelts ManagementPort
parameters set to false

4. The ACS uses SetParameterValues to configure the newAbfdeissPoint object,
including enabling it and setting the waé of its SSIDReference parameter to reference
the WIiFi.SSID object.

5. The CPE updates the InterfaceStack table automatically.
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6. Note that the ACSnight also want to update other related objects; also, if there were no
appropriate existing bridge port to whitthconnect the SSID, the AGSight need to
create that object as well.

IV.8 Deletea WLAN Connection

In this use case the ACS deletes the SSID created in usB/case
1. The ACS uses DeleteObject to delete the WiFi.SSID objedtWFi.AccessPoint object
2. The CPE automatically updates the InterfaceStack table.
3. Note that if the radio has no other SSIDs configured, this would operationally disable the
wireless interface.

IV.9 Configure a DHCP Client and Server

In this use case, the ACS wartib configure a DHCP server to provide private 192.168.1.x IP
addresses to most home network (HN) devices, but to obtain IP addresses from the network for
HN devices that present an option 60 (vendor

The ACME dewvtes are remotely managed, so the ACS will also configure the DHCP clients on
those deviceandthe DHCP server on the gateway.

IV.9.1 DHCP Client Configuration (ACME devices)

The ACME devices are quite simpkach has a single wired Ethernet paomt a single 1P
interface

A DHCP Client object is created and configured as follows:

DHCPv4.Client.1.Enable true

DHCPv4.Client.1.Interface DevicelP.Interface.l
DHCPv4.Client.1.SentOption.1.Enable true

DHCPv4.Client.1.SentOption.1.Tag 60

DHCPv4.Client.1.SentOpbn.1.Value AACME Wi dgeto (as he

IV.9.2 DHCP Server Configuration (gateway)
The gateway is also relativelyngple. Its downstreaniP interface idP.Interface. 1.

A DHCP Server object is created and configured as follows:

DHCPv4.Server.Enable true
DHCPv4.Relay.Enable true
DHCPv4.Relay.Forwarding.1.Enable true
DHCPv4.Relay.Forwarding.1.Interface DevicelP.Interface.l1
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DHCPv4.Relay.Forwarding.1.VendorClassID A ACME o
DHCPv4.Relay.Forwarding.1.VendorClassIDMode it Pr e f i X O
DHCPv4.Relay.Forwarding.1.LodlgServed false

DHCPv4.Relay.Forwarding.1.DHCPServBAddress| 1.2.3.4

DHCPv4.Server.Pool.1.Enable true

DHCPv4.Server.Pool.1.Interface DevicelP.Interface.l
DHCPv4.Server.Pool.1.MinAddress 192.168.1.64
DHCPv4.Server.Pool.1.MaxAddress 192.168.1.254
DHCPv4.Server.Pool.1.ReservedAddresses 192.168.1.128]192.168.1.129
DHCPv4.Server.Pool.1.SubnetMask 255.255.255.0

|l f a DHCP request includes an option 60

forwarded to the DHCP server at 1.2.3M.other requests are served locally from the pool
192.168.1.64 192.168.1.254 (excluding 192.168.1.128 and 192.168.1.129).

IV.10 Reconfigure an Existing Interface

The ACS might want to reconfigure an existing Interface to provide alternate routing
functionality. For thepurposes of this illustration, an existing Ethernet Interface that is
configured for thelownstearrside will be reconfigured an upstreankthernet Interface
replacing an existing DSL Interface.

The current configuration on thgstreanside looks like:
IP.Interface.1A Ethernet.Link.1A ATM.Link.1 A DSL.Channel.JA DSL.Line.1

The current configuration on thiwnstreanside contains:
o [P.Interface.2A Ethernet.Link.2A Bridging.Bridge.1.Port.1 (lMnagememRort=true)
e Bridging.Bridge.1.Port.1 LowerLayemarameter has twaferences:
o Bridging.Bridge.1.Port.2
o Bridging.Bridge.1.Port.3

e Bridging.Bridge.1.Port.2 LowerLayemarameter hasmference of Ethernet.Interface.l
e Bridging.Bridge.1.Port.3 LowerLayemarameter hasr&ference of Ethernet.Interface.2

The ACS would follow these steps to reconfigure the Ethernet.Interface:
1. Determine which Ethernet.Interface is to be reconfiguFed the purpose of this
illustration we will use Ethernet.Interface.1.
2. Use GetParameterValues to retrieve the InterfaceStack.

val ue

3. Find thehigherlayerinterface of Ethernet.Interface.l by finding the InterfaceStack entry

that has Ethernet.Interface.l as the LowerLayer. The HigherLayer parameter of the

identified InterfaceStack instance will be the Interface we are interested tihefor
purpose of this illustration we found Bridging.Bridge.1.Port.2.
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4. Use DeleteObject to remove Bridging.Bridge.1.Poitlds removal will automatically
clean up the InterfaceStack instances that connect Bridging.Bridge.1/&ort.1
Bridging.Bridge.1.Port.2and Bridging.Bridge.1.Port& Ethernet.Interface.1. Also, it
will remove Bridging.Bridge.1.Port.2 from the LowerLayers parameter contained within
Bridging.Bridge.1.Port.1.
Find the DSLLine reference within the LowerLayer parameter of the InterfaceStack.
Follow the InterfaceStack up to the Ethernet.Link reference by looking at the
HigherLayer parameter in the current InterfaceStack instance and then finding the
InterfaceStack instance containing that Interface within the LowerLayer parameter until
the HigrerLayer reference is the Ethernet.Link Interfdéar the purpose of this
illustration, we found Ethernet.Link.1.
7. Use SetParameterValues to reconfigure the LowerLayers parameter of Ethernet.Link.1
such that its value is dDeWwvitGGBPeEther AEM. L in
8. The CPE updates the InterfaceStack table and sets the Upstream parameter to true on the
Ethernet.Interface.l instance automatically.
9. Note that the AC3night also want to update other related objects, including the NAT
object, theRouting.Router object, or varioG@@Sand Bridging tables. VLANsight
also need to be created.

oo

After the CWMP Session is completed and the CPE commits the configuratiompstheam
side will look like:
IP.Interface.1A Ethernet.Link.1A Ethernet.Inteflace.1

May 2012 © The Broadband Forurll rights reserved 68 of 96



Device Data Model for TR69 TR-1811ssue2 Amendment 5

Appendix V: IPv6 Data Modeling Theory of Operation

The Device:2 data model supports IPvia various IPvéspecific objects and parameters that

are designed to be used with other IP version neutral andsipaelfic objects and parameters.
This Appendix brefly reviews all the relevant objects and parameters, and then presents some
example configurations.

V.1 IPv6 Overview

The IETF published RFC 24406], Internet Protocolersion 6 (IPv6) Specificatian 1998.

Since then, it hagublished a variety of RFCs to create a suite of protocols (and extensions to
protocols) for operating, managing, and configuring IPv6 networks and devices. In addition there
are RFCs that document transition mechanisms (to transition from IPv4 to Hebgst current
practices (that describe which RFCs to implement depending on what a device is or needs to do).

The Broadband Forum has published several Technical Reports describing IPv6 architectures
and device requirements. Specifically,-IR4 Issue 230] includes IPv6 requirements for
Residential Gateways (RGs), TH7[31] describes migration to IPv6 in the context of-T&L

[29], and TR187[32] describes an architecture for IPv6 for PPP Broadband Access. Fhe TR
181i2 IPv6 Data Model is intended to ensure thatOBRmanaged2] End Devices, RGs, and
other Network Infrastructure Devices can be managed @mithared, consistent with the
requirements listed in these documents.

The basic elements of IPv6 data modeling involve information on IPv6 capabilities, and enabling
those capabilities on devices and device interfaces (see Sé@)oronfiguring addresses,

prefixes , and configuration protocols on upstream and downstream interfaces (see 8ettions
andV.5), interacting with other devices on the Local Area Netwb/AN) (see SectiolV.6),

and configuring IPv6 routing and forwarding information (see Se&ti@h

Configuration protocols include Neighbor Discovery (ND; RFC 4g&1) and DHCPv6 (RFC
3315[18]). Neighbor Discovery includes several messages that are important to configuration,
including Router Solicitation (RS) [sent by devices looking for routers], Router Advertisement
(RA) [sent by routes to other devices on the LAN], Neighbor Solicitation (NS) [used to identify
if any other device on the LAN is using the same IPv6 address, and used to see if previously
detected devices are still present; the latter is called Neighbor Unreachabilityidretst)D)],
and Neighbor Advertisement (NA) [used to resp
addresses]. These messages are central to the stateless address autoconfiguration (SLAAC)
mechanism described in RFC 48@3]. SLAAC is expected to be the primary means of IPv6
address configuration for devices inside a home network. RFC[20Pé&xtended the RA
message to support a Routelnformation option. BE@5[26] extended the RA message to
support sending Recursive DNS Servers (RDNSS) information for DNS configuration.

DHCPV6 can also be used for IPv6 address provisioning, through its IA_NA option. DHCPv6
was extended by RFC 368B9] to provide the IA_PD option for delegating IPv6 prefixes to
routers (that the routers can then use to provide IPv6 addresses to other devices on the LAN, or

8 Introduced in Amendment 2
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to further subdelegate to other routers inside the LAN). Both IA_NA and IA_PD require the
DHCPV6 server to maintain state for these assignments (since they have lifetimes, can expire,
and require renewal). DHCPvV6 can also supply a variety of stateless configuration options,
including recursive DNS server information. RGs can have both DHCPV6 ahdrgerver, and

it may be desirable for some of the stateless options to be passed through from the client to the
server.

Interfaces that support IPv6 will have more than one IPv6 address. IPv6 interfaces are always
required to have a linlocal addres¢described in RFC 48G23]). Other IPv6 addresses may be
acquired through SLAAC, DHCPV6 IA_NA, or they may be statically configured. Routers may
acquire prefixes (for use with address assignment in the LAN) from DHCPV6 |/Ast&tig,
configuration, or by generating their own Unique Local Address (ULA) prefixes from-a self
generated ULA Global ID (RFC 41931)).

Because of the various IPv6 addresses that devices can have, maintaining goo tatdatay
IPv6 forwarding information is critical. Route information can be obtained from received RA
messages (both by noting that the sending device is a router, and from the Routelnformation
option) as well as other protocols.

V.2 Data Model Overview

This Theory of Operations focuses on data modeling for the purpose of establishing upstream
and downstream connectivity for T869-enabled2] devices, and for configuration of IPv6
related parameters. This is not an exhaustive gh¢war of data model changes made in support
of IPv6, and only intends to describe the working of elements that are not readily obvious.

The following tables are key to IPv6 data modeling:

o |P
o IP.Interface
A IP.Interface.IPv6Address
A IP.Interface.IPv6Prefix
e PPP.Interface
¢ Routing.Router
o Routing.Router.IPv6Forwarding
o0 Routing.Routelnformation.InterfaceSetting
¢ NeighborDiscovery.InterfaceSetting
¢ RouterAdvertisement.InterfaceSetting
0 RouterAdvertisement.InterfaceSetting.Option
e Hosts.Host
e DHCPV6
o DHCPv6.Client
A DHCPv6Client.Server
A DHCPv6.Client.SentOption
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A DHCPv6.Client.ReceivedOption
o DHCPv6.Server
A DHCPv6.Server.Pool
e DHCPv6.Server.Pool.Client
o DHCPv6.Server.Pool.Client.IPv6Address
o DHCPv6.Server.Pool.Client.IPv6Prefix
o DHCPv6.Server.Pool.Client.Option
e DHCPv6.Server.Pool.Qon

Note that the following tables have separate theories of operation, and are not described again
here:
e |Pv6rd.InterfaceSetting

e DSLite.InterfaceSetting

Firewall includes some IPv6 elements that are not described, since it does not interact with tables
other than an association with.Interface As such, its IPv6 usage is considered straightforward,
and explanation is considered unnecessary.

Similarly, DNS.Client.Serveis not described.

Use of DHCPV6 elements 8iridging.Filter are also not descidl, as there is no conceptual
difference between how they are used and how DHCPv4 elements are used.

Figure24 shows the relationship of IPv6 configuration messages to devices and the tables used
to configure the protocol messagand store the responses.
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Figure 2471 Relationship of Protocols to Data Model

Figure25 shows internal relationships of parts of the data model involved in IPv6 addredses an

IPv6 prefixes. The following sections describe in greater detail how these various tables are

populated.
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Figure 257 Internal Relationships of IPv6 Addresses and Prefixes

V.3 Enabling IPv6

ThelP IPv6Capablgarameter indicates wther the device supports IPVR.IPv6Enable
controls enabling IPv6 is on the device. IPv6 can only be enabled on a device with
IPv6Capabletrue. IPv6Statusndicates whether IPv6 has been enabled on the device.

Per TR124 Issue 230], the upstream interface can be configured to establish an IPv6
connection either over PPP (PPPoA or PPPOE) or directly over Ethernet. Both mechanisms
require arlP.Interfaceinstance witHPv6Enableset totrue. When using PPP,RPP.Interface
instance must hau®v6 CPEnableset totrue (which can only occur iPPP.SupportedNCPs
includesIPv6CPin its list of Network Control Protocols (NCPs)).

Enabling IPv6 on specific downstream or upstream interfaces requirdR ihé¢rfaceinstances
havelPv6Enableset totrue.

V.4 Configuring Upstream IP Interfaces

An upstream IP Interface im&P.Interfacethat is associated with aspstream=truephysical
interface, via thénterfaceStackEveryUpstream=truephysical interface that will be used to
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